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Abstract

This paper investigates the interest rate volatility of Swedish long term
treasury bonds for the period 1984 — 1994, According to the expectations
model of the term structure, the long term interest rate may be expressed as
a weighted average of expected future short rates. This makes it possible to
derive theoretical bounds on the variance of long term interest rates (Shiller
(1979), LeRoy and Porter (1980)). The empirical investigation of the long
term yield variance and the implied variance bounds shows that the long
term rate is too volatile 1o accord with the model. Moreover, it is found that
these violations are statistically significant. The conclusion is therefore that
the expectations model of the term structure of interest rates is rejected.

The author is grateful for helpful comments received from David Edgerton,
Per Frennberg, Bjorn Hansson, Peter Jocumzen, and seminar participants
at the Riksbank and the School of Economics and Management, Lund Uni-
versity.
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1 Introduction

A question commonly asked is whether the volatility of long term interest
rates is too high to be explained by changes in expectations made by rational
investors. Specifically, if interest rates are assumed to be formed in agree-
ment with the expectations model of the term structure of interest rates, are
long term rates too volatile to accord with this model? Since the expectations
model allows the long term interest rate to be written as a weighted average
of expected future short rates, the long rate should be a very smooth series.
However, the observed realized long term interest rate is, in fact, not very
different from short term rates.

Hence, this seems to reflect the same kind of puzzle as the observed excess
volatility in stock prices compared with future dividends. Methods for testing
whether the variance of stocks or bonds indeed is too high to be justified by
some asset pricing model have been developed by Shiller (1979) and LeRoy
and Porter (1981). These so-called variance bounds tests provide upper and
lower limits on the variance of the price or yield of some asset. When applied
to empirical data, the variance bounds tests have, almost without exception,
resulted in the rejection of the models under consideration. 1,2

Shiller (1979) found that the variances of one-period holding yields of U.S.
long term bonds exceeded the upper bound implied by the expectations
model. Shiller did not, however, perform any tests of whether or not the
violations were statistically significant. Singleton (1980) extended the results
on variance bounds by Shiller and LeRoy and Porter (1981), by developing
testing procedures and distributional properties of the estimators, in a
spectral analysis framework. Like Shiller, Singleton found that the variances
of the one-period holding returns of long term bonds exceeded their upper
bounds. He also found that the upper bound of the variance of the long term
interest rate was exceeded by the observed sample variance. Furthermore, he
concluded that the violations of the variance bounds were statistically signi-
ficant.

The results of Shiller and Singleton add to the list of studies performed on
U.S. and UK. data which have resulted in the rejection of the expectations
model; see Shiller (1990) for a survey of empirical work. To my knowledge,
no variance bounds tests have been carried out on Swedish interest rate data.
However, the expectations model of the term structure has been tested using

1 See e.g. Shiller(1979), Singleton (1980), Shiller (1981b), and LeRoy and Porter (1981).

In a recent review article, Cochrane (1991) shows that variance bounds tests are equivalent to
Euler equation tests of discount-rate models, and argues that these have econometric advantages
over the traditional volatility tests. Cochrane (1991) is, however, mainly concemed with present
value models for the stock market, which imply an infinite time horizon.




other methods. Horngren (1986), using quotations from the short term end
of the Swedish bank certificate market during 1980-1985, rejected the pure
expectations theory. Bergman (1988) found evidence of a time varying risk
premium in the market for Swedish t-bills during the period 1985-1986. The
expectations hypothesis was thus rejected also in Bergman's study. However,
neither of these studies included long term bonds in the investigations.
Ekdahl and Warne (1990), on the other hand, using 5-year bonds and 30-day
treasury bills during 19831988 were not able to reject a rational expecta-
tions model of the term structure. Finally, for the period 1987-1992 Hordahl
(1994) found no evidence of any time-varying risk premium for 10-year
treasury bonds in an ARCH-M framework.

The purpose of this study is to apply the variance bounds tests proposed by
Shiller (1979) and LeRoy and Porter (1981) to Swedish long term treasury
bond data, in order to find out whether the bounds implied by the expecta-
tions model are supported by the data. The paper is organized as follows.
Section 2 gives a short description of a linearized version of the expectations
model of the term structure of interest rates. Section 3 summarizes the
variance bounds under consideration, while section 4 describes the methods
of estimation used in the study. The results are found in section 5, and an
alternative test is considered in section 6. Finally, section 7 concludes the
paper with a summary and a short discussion.




2 The Linearized Expectations Model of the Term
Structure

The linearized version of the rational expectations model of the term
structure (Shiller, 1979) states the relation between the long term #-period
bond yield (R") and expected future short (one-period) interest rates () in
the following manner:

n-1
R:' = az;’s:rtis +(I)n 2 (1)
5=0
where
a= 1—};, O<y <], )
1-y
and
Jas = En ] 3)

The symbol @©, denotes a liquidity premium which may be dependent on the
maturity 72, but not on time, while ¥, represents all information available at
time ¢.3 The expression in {1) states the n-period interest rate as a weighted
average of the expected future short rates, where the weights are constructed
as a truncated exponential distribution, and scaled so that the weights sum to
one. This construction assigns greater weight to the expected future short
rates which are close in fime, than to rates further ahead in the future.

The linearized expression in (1) was derived by Shiller for coupon-bonds
selling near par, or for bonds with infinite maturity. By linearizing the rational
expectations model around the one-period coupon yield, C=R, (1) is
obtained with ¥ =1/(1+R). Thus, the long term interest rate is expressed as
the present value of the future expected short rates, discounted by the factor
R, plus a possible liquidity premium. Note that since the premium is assumed
constant, it will not affect the variance of the long term rate.

3 The relationship in (1) is a linearization of a number of versions of the rational expectations
model; see Shiller (1979), pp. 1195-1199. Particularly, if the liquidity premium is zero, we have the
the pure expectations model, while if it is nonzero (but constant over time), we have the ordinary
expectations model.



3 Variance Bounds

The expectations model of the term structure may be tested by examining the
bounds on the variance of the long term interest rate which are implied by the
model. Long term interest rates may, according to the expectations model, be
expressed as a weighted moving average of expected future short term rates
plus possibly a constant premium. Consequently, the variance of the long
term rate should be quite low compared to the variance of the short rate. The
question, therefore, is whether the actual realized long term rates are more
volatile than implied by the expectations model.

Bounds on the volatility of asset prices were first considered by Shiller
(1979) and by LeRoy and Porter (1981). LeRoy and Porter presented three
theorems on the relation between the variance of the process of a dependent
variable and the variance of the independent variable process. These the-
orems give successively sharper bounds on the variance of the dependent
variable. A brief summary of the derivation of LeRoy and Porters theorems
of variance bounds is given below.*

The starting point of the analysis is a general present-value relation, which
relates a dependent time series R, to an independent series 7,

Rr = Zﬁstr:c-:n :r:i.r = Er[rtﬂlqlr]: (4)
=0

where f is a discount factor, assumed to be less than one. Clearly, (4) could

represent the relation between the yield of a perpetuity and the expected
future short term interest rates, i.e. relation (1) with n=co.

Next, the series R is defined as the series generated by the present-value
relation (4) when 7, is perfectly forecastable. The series R is called the
"perfect foresight" or "ex post rational® dependent series:

R =3 pr.. ®)

5=0

Furthermore, ﬁ, is defined as the series generated by relation (4) when the
future 7, are not perfectly forecasj:\able, and when it is assumed that the only
relevant variables for forecasting R, are lagged 7,

4 From LeRoy and Porter (1981), pp. 555-564. The theorems derived and proven in LeRoy and
Porter are of a general nature. The summary given here will concentrate on the specific term struc-
ture relation given by (1). Furthermore, since only the first two theorems will be used in the
subsequent tests, theorem 3 is omitted here.




R=%p7 P =E 6
= 2 P tes dres” t["r+s"}"}—1"“] (6)

The following relations constraining the variance of the series R, are then
proposed by LeRoy and Porter:

var(Rt) <va:(rtj , (7
var( At) < var(R t) < var(R:) . (8)

Since the relation (8) is of greatest interest in the empirical tests, a brief
outline of the proof of this relation is given here 5 Recall that R’ may be
expressed as

and

*_ 2
Ry mr B PP ®)

Let 77, be defined as the discounted values of the forecast errors:

Z ﬁ (H-s tt+s) (10)

where 7 are general (not perfect) forecasts, as in (4). Given this definition,
R’ may be expressed as

R =R +n, (11)

where by construction R, and 7, are independent. Thus, the relationship
between the variances of these variables may be written in the following way:

var(R') = var(R ) +va(z,) . (12)

Therefore, var(R) provides an upper bound on var(R,). The strict ine-
quality of the upper bound in (8) follows from the assumption that uncert-
ainty cannot be entirely eliminated in the model. The lower bound in (8) is
given by the fact that the information available to investors always includes
past and present realizations of 7,. Including any additional information avail-
able at time # in the forecasting process, means that the variance of R, can
never be greater than that of R

5 See LeRoy and Porter (1981), pp. 560-564 for complete proofs of both (7) and (8).
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In addition to the variance bounds in (7) and (8), a bound proposed by
Shiller (1979) will be considered. This bound restricts the variance of the
linearized one-period holding yield of a long-term bond, H,:¢

(R"—ﬁ?("_l))
1 t+1
B=—"mmn (13)
where
_
rolgr) (14

Shiller shows that the following relation between the variance of the holding
yield and the one period interest rate is implied by the expectations model:”

(13)

var(H ) . var(rt)

=)

Singleton (1980) notes that (15) provides a more demanding test of the
expectations model of the term structure than the bounds on the variance of
the long term rate in (7) and (8).

The relations given in (7), (8) and (15) will be used to test the rational
expectations model of the term structure of interest rates. If the variance of
the investigated long term interest rate violates any one of the relations, the
model will be rejected. The next section describes how the variances will be
estimated.

6 Shiller (1979) showed that the approximation error induced by the linearization of the holding
period yield is quite small. Ekdahl and Warne (1990) showed the same thing for Swedish data.

7 See Shiller (1979), p. 1203 for a proof.
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4 Method of Estimation

In an empirical application of the variance bounds tests, LeRoy and Porter
(1981) examined the volatility of stock returns using multivariate ARMA
models. Singleton (1980), on the other hand, estimated the variances and
their bounds with the use of spectral analysis methods in an empirical
investigation of U.S. interest rates. He extended the results of LeRoy and
Porter to generalized present-value relations for the expected future values of
several variables. Furthermore, Singleton developed an asymptotic distribu-
tion theory for testing the variance bounds in the frequency domain frame-
work. This methodology will constitute the basis of the main empirical
investigation in this paper, and thus a summary of the methods used by
Singleton is given in appendix A.

According to the linearized version of the expectations mode! of the term
structure, the n-period yield to maturity may be expressed in terms of one-
period expected future spot rates in accordance with (1). Thus, the results in
the previous section are conveniently transferred to the linearized expecta-
tions model for bonds maturing in n periods. The "perfect foresight" or "ex
post rational" long term interest rate is then given by (ignoring the term
premiumy);

R = cxnz_: i (16)
where
-7
. A 17
o a=r" )

and, following Shiller (1979), ¥ =1/(1+R).

Similarly, the long term rate generated when past and present short term
rates constitute the entire information set of agents is

S }‘1—1
R=a s y°
H

5§=0

-

rt,rf_l,...] (18)

P
r =E\r
+5' t+s t[t-i-s

A useful result is provided by Singleton (1980), who show that the variance
bounds relations may be extended to situations where the period of expecta-
tion is longer than the interval of the sampled data. Thus, for example
monthly data can be used to test the expectations hypothesis, while the short
rate selected for the test may be a 6-month rate. In this case, the term
structure relationship can be rewritten as
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-1
on_ "ot s e e _ \
R, _as>::07 ftves  ft+6s Et[stsl‘yr}’ (19)

where R is the yield of a 6n-month bond. The forecasted yields in (16) and
(18) are rewritten as

R =@y ¥ Vs . (20)
5=0
and
a n-1 SA A
&, '“SEO” trés re6s Er["r+6.s‘rt”}—1""] @1

The expression for the one-period holding yield (13) is adjusted in a similar
fashion, The parameters & and y are not changed by the altered sampling
frequency, but in the estimation of the variances a few adjustments are
necessary.®

With the use of the variance bounds presented in (7), (8) and (15), the
expectations hypothesis will be tested for Swedish data. Specifically, the
yields to maturity of 5- and 10-year treasury bonds are chosen as the long
term rates, while the 1- or 3-month treasury bill rate is selected as the one-
period interest rate. The data consists of daily bid and ask rates set at the end
of each day.® The yields used in the tests are the averages of the bid and the
ask rates of the selected day of each month. The investigated period is
February 17, 1984 through November 23, 1994 for the 5-year bond, and
January 2, 1987 up to and including November 23, 1994 for the 10-year
bond.

Following Singleton (1980), the variances of the series ﬁ,, R and R’ are
calculated using the spectral methods described in Appendix A. Specifically,
the variance of a series is given by the integral of the spectral density of this
series over [-7, ). The spectral density function, or power spectrum, gives
a representation of the variance as a function of the frequency, or period of
oscillation. Thus, in order to obtain estimates of the variances, the spectral
densities of the series involved have to be estimated.

8 mn particular, the sequences a(F) and b(L) used in (A.4) and (A.8) of appendix A will have to
be adjusted to reflect the forecast horizon of six months. This means that when estimating the
variance of the "perfect forecast” long term yield (20), a{F) should be written as

a(Fy=a(l+ ¥ +y*F*+...), and (L) should be adjusted in a similar fashion when estimat-
ing the variance of (21).

9  The data was kindly provided by the Riksbank.
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If any linear trends were to be present in the data, the spectral estimators will
be distorted over the low frequency part of the spectrum.1® Therefore, the
series are first detrended using ordinary trend regression. Another problem is
that the data is very likely to be serially correlated, which leads to a problem
called "leakage". By this it is meant that variance is concentrated in particular
frequency bands in a way which leads to a significant loss of efficiency in the
estimation procedure.l! It is therefore necessary to flatten the spectrum,
which can be done by prewhitening the data. Following Singleton, this is
accomplished with the quasi-difference filter (1-095L).

The actual estimation of the spectral density of the variable in question, say 7,
is then carried out, noting that the associated periodogram, P.(1), is an
asymptotically unbiased estimator of the spectrum.!? The pericdogram is
given by the squared modulus of the Fourier transform of the series -

2
E)

(22)

P ==l (2)

where

Unfortunately, the periodogram is not a consistent estimator of the spectral
density.!? Therefore, the periodogram is commonly averaged over adjacent
frequencies using for example a rectangular window of width L. This gives a
smoothed spectral estimator, and provides a consistent estimate of the
spectrum:

(m—1)/2
Spay=11 " 5 Pla. . (23)
o i=~(m=1)/2 "( f"’)

In the actual calculations of the sample variances, the nearest odd integer
larger than 0.754/T is used as the width of the window. With the methods
described above, and padding the series to the nearest higher power of 2,
estimates of the prewhitened spectra are obtained.!* We arrive at the final

10 gee e.g. Shumway (1988), p. 125.
1 gee e.g. Fishman (1969}, pp. 112-118.
2 See e.g. Dhrymes (1970), pp. 422-423.
Thid. pp. 424-430.

14 The padding involves extending a series of length Tto T' = 2", where the integer # is chosen so

that T' > T, by adding zeros to the original series. This is done because the fast Fourier algorithm
used works best for series where the number of points is a power of 2. The values of the original
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spectral estimates of the original series by recoloring the estimated spectra in
(23). This is done by dividing §r(/1) by the frequency response function of

the filter, in this case by (1—2-0.95-cosi + 0.95%).15 The estimated variances
of the series are given by the appropriately scaled sums of the spectral dens-
ities, while the variance-covariance matrices of these estimated variances are
given by (A.10), with the integrals replaced by sums.

series are not changed, only the frequencies at which the Fourier transform is evaluated. (Shumway
(1988), pp. 66-67).

15 gee Fishman (1969), pp. 112-118.
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5  Empirical Results

The results for the 5-year bond, using daily data, are presented in table 1,
where 1- and 3-month yields are used as the short rate. Table 2 displays the
results for the 10-year bond. In addition to the estimated variances and
associated variance-covariance matrices, test statistics for the inequalities in
(7), (8) and (15) are reported. These test statistics are simply given by

6’%21 -6%

1 2
A2 Al
SD[O’ Rl o RgJ

where &7 denotes the estimated variance of R, and SD(") is the standard

(24)

deviation of the argument. The null hypothesis, i.e. the expectations model of
the term structure, is rejected if any of the test statistics are negative and
significant.

From tables 1 and 2 it is clear that the expectations hypothesis is rejected for
all four combinations of bonds and bills. The test statistics pertaining to the

variance of the one-period holding yield [323) are significantly negative in all

cases. On average, the variance of the holding yield is about five times higher
than the upper bound implied by the expectations hypothesis. Furthermore,

A2

the variance of the long term interest rate (cr ] on average exceeds the

R
upper bound set by the "perfect foresight” rate [62 *) by a factor of 2.8, and
R

the violations are statistically significant in three of the four cases.
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Table 1:  Estimated variances and test statistics for variance bounds
Swedish 5-year bonds

5-year bonds /1-month bills Period:  February 17, 1984~
November 23, 1994

Estimated variances: 57 =23906 8% =1951 8%, =0825
R
n2 _ A2 A2
62 =0024 0‘%17—4044.015 62 =560136
82 reses 1115
ri_™ isti - 10.2
var 3 [1115 093 2] Test statistic [var(R,) < var(r,)] 71
°R
[ 42
O |L[037 0108)  p atitic [varr) <var®)]: 1954 *
= V. . -1.
Y 52 [Tlo0s 0232 ) < var®,
L °R
82] o232 o001 A
Ri=|" ‘ isti > : 025
var h; [0_00 L oo 0001} Test statistic [var(Rt)__va:(Rt)] 4,
42 0361 0817
Bl=104.|" ' ‘ot < . 3464 **
varl 3 0217 3225 Test statistic [var(H,) < var(B,)]: -3.46
°H
5-year bonds / 3-month bills Period:  February 17, 1984
November 23, 1994
Estimated variances: 8% =6031 8% = 1950 8%, =0461
R
A2 _ n2 Y
&% = 0024 52 =541905 8% =43681
(821 e o0sx
1 P ) 1ot .
var| b —[0' 612 0‘231:| Test statistic [var(R,) < var(r,)]: 4.865
°Rr
52, 10117 0066
* *
2| _[o117 o - . "
var K] [0.0 66 023 1] Test statistic [Var(Rt)<var(R, )]. 3.209
| °R
52| o231 0003 A
R = v - ¥ . > s 0
var| 3}% [0_003 0‘00003] Test statistic [var(Rt)__var(Rt)]. 4.05
52 0113 0981
Bl=103.|" : it < . ok
varL 3%{ 1 1i0.981 . 6.310} Test statistic [var(H,) < var(B,)]: -4.102

3* is the estirated variance of var(r) / (1- %), as in (15). * denotes that the tested difference is
B

significantly smaller than zero at the 5% level, and ¥* at the 1% level. The test statistic is given by
(24).
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Table 2:  Estimafed variances and test statistics for variance bounds
Swedish 10-year bonds

10-year bonds / 1-month bills Period:  January 2, 1987 —
November 23, 1994
Estimated variances: 82 =30569 5% =1273 52, =0604
R
A2 A A2 _
C)'R =0.006 O'H =3085304 O'B =1138032
82| 1630 0917
varl 4 =[ 0917 009 0} Test statistic [var(R,) <var(r,)}: 9317
"R
-&2 0383 0047
* *
R |=]" ’ Test statisti R)< :-1.085
var 3 [0.047 0.090] est statistic [var( ) < var(R, )]
L R
EARE
RIl_ , A . . A i
var %) —[0'0002 0'000] Test statistic VaI(Rt)ZVEI(Rt)]‘ 4231
L R
82| 612 ssss
B - A .1 . . . * %
var A2 =10 {5-8 53 3970 9} Test statistic [var(H,)svar(Bt)]. 3.579
. H
10-year bonds / 3-month bills Period:  January 2, 1987-
November 23, 1994
Estimated variances: ér"z' =5887 ‘&}22 =1273 3%, =0458
R
A2 A2 A2
52 = 0009 52 =34302 &% =749%
82 r4e8 0366
.| ) - _
var [ 0366 009 0] Test statistic [var(R) <var(r,)]:  4.986
L R
—3-2 0112 004
* 1 2 *
R |=| "~ ' Test statistic | var <var(R))|: -2.377**
Y 52 [0.042 0.090} [var(R) <var(R)]
LR
F n2
o 0090 00006 A
R|= isti > : 4239
var & [0.0 006 000 0] Test statistic [var(Rt) var(Rt)] 3
L R
42 0243 0743
Bi=10%.|" ' Test statisti H)<var(B)]: -4.431%**
var 32H [0.743 4.908} st statistic [var(H,) < var( r)]. :

&® is the estimated variance of var(r,) / (1— 7'), asin (15). * denotes that the tested difference is
B

significantly smaller than zero at the 5% level, and ** at the 1% level. The test statistic is given by
24).
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Figure 1: 5-year bond and 90-day bill rates, February 1984-November 1994

%
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Daily, annualized yields for the period February 17, 1984 to November 23, 1994,

As displayed by figure 1, there was great turbulence surrounding the
speculative attacks against, and subsequent fall of, the Swedish fixed
currency regime in the autumn of 1992. Undoubtedly, this influences the
estimated variances and implied variance bounds. The variances and their
bounds are therefore reestimated for the period up to and including August
of 1992. The test statistics are shown in table 3; the estimates may be found
in tables B1 and B2 in appendix B. The exclusion of the turbulent period in
late 1992 leads to a significant reduction in the estimated variances and the
associated covariances. In general, the negative test statistics of the perfect
foresight bound are more significant, and all eight negative statistics are now
significant at the 1% level. Hence, the conclusion that the expectations
hypothesis does not hold is strengthened.
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Table 3: Variance bounds test statistics for the period up fo August 1992

Bound 5 year/ 5 year / 10 year / 10 year /
1 month 3 month I month 3 month
(840217—  (840217-  (870102—  (870102—
920831)  920831)  920831) 920831)
var(R,)) <var(r)  3.977 3.635 5.099 4.412
var(R) <var(R}) ~ -2.737 %% 2821 %%  .3133 %%  _3 []] **
var® ) zva:(fz‘t) 3.543 3.544 3.369 3368
var(H) <var(B,)  -5.388**% 3738 **%  _4 (006 ** -4.018 **

B is the upper variance bound var(r,) /(I —¥%) in (15). * denotes that the tested difference is
significantly smaller than zero at the 5% level, and ** at the 1% level (one-sided test).

Table 4: Variance bounds test statistics for the period after November 1992

Bound 5 year/ 5 year/ 10 year / 10 year/

1 month 3 month 1 month 3 month

(921201- (921201- (921201 (921201-

941123) 941123) 941123) 941123)

var(R) <var(r) ~ -2.574 %%  2646%*  2556%% 3629 %

var(R) <var(R}) 2724 %% 2711 R% 2714 %% D717 **
varR )z varR ) 2.707 2.707 2.697 2.697

var(H,) < var(B,) -2.922 ** -2.297 * -2.908 ** -2.904 **

B is the upper variance bound var(r,} / (1~ 7"} in (15). * denotes that the difference in the test is
significantly different from zero at the 5% level, and ** at the 1% level (one-sided test).

An interesting aspect to look at is whether the magnitude of the variance
bounds violations have increased or decreased in recent times. A natural way
of examining this is to investigate the period after the floating of the Swedish
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krona. The test statistics for the period December 1992 to November 1994
are shown in table 4; the actual estimates are found in appendix C.

We again note that the test statistics of the second and fourth inequality are
negative and highly significant. Furthermore, during this two-year period, the
variance of the long term bond is in fact higher than the variance of the short
term bill used in the comparisons. Hence, the least demanding variance
bound (relation (7)) is violated by the data. Thus, during this period, all three
upper bounds are violated at very high levels of significance, and the
rejection of the expectations hypothesis still stands firmly.
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6 An Alternative Test

In this section, a slightly different volatility test than the ones used in the
previous sections is considered. The reason behind this is that the variance
bounds tests proposed by Shiller (1979) and LeRoy and Porter (1981) have
received some criticism concerning possible statistical problems. Specifically,
Flavin (1983) pointed out that in small samples the variance bounds tests are
likely to be biased towards rejection of the hypothesis of no excess volatility,
if the fundamental series is serially correlated. Marsh and Merton (1983)
focused on the practice of detrending series prior to conducting variance
bounds tests. They argued that detrending could induce biases in the test
results in a way which would increase the probability of finding excess
volatility.

With this criticism in mind, Mankiw, Romer and Shapiro (MRS) (1985)
proposed new, unbiased volatility tests. They showed that these tests are not

influenced by serial correlation, and do not require detrending or any
assumption of stationarity. The tests are based on some "naive forecast", R},
of the long term interest rate:!$

n-1

R'=aY y°Flt.] (25)

5=0

where F[r,,.] is a naive forecast of the short term rate 7, ,, made at time 7.

This naive forecast is not required to be rational or efficient in any way. The
only prerequisite is that all information used for the forecast is available at
the time it is made. The following identity is then formed:

-0 () (7). o5

where R is given by (16). From (11), we know that the forecast error, 7,, is
defined as

= Rt* - Rz: (27)

and that it is uncorrelated with any information available at time ¢. Thus, it
must be true that

Etl:(R: -R t)(Rt "R? ):l

il

0. (28)

16 MRS used a portfolio of stocks in their volatility tests.
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By squaring both sides of (26) and taking the expected value we obtain
2 2 2
(5 -’ |- £l ()" o2 (-2 @)

which gives the following volatility relations:

(- 22| (& -’

(30)

a

E—[R:—R?Jz— aE-[Rt—Rf)z_ . (1)

Hence, the relations above provide bounds on the volatility of the long term
yield by using mean squared errors. The inequality in (30) says that the actual
realized rate is a better predictor of the "ex-post rational" yield than the natve
forecast is. Relation (31) states that the volatility of R is greater around the
naive forecast than the volatility of R, around R’. As pointed out by Mankiw

et al., (31) is equivalent to the upper bound of (8), where the variances are
measured around the naive forecast instead of the sample mean.

The inequalities proposed above are used to test the expectations hypothesis
for Swedish 5-year bonds and 1-month treasury bills. By using monthly data,
the problem of overlapping data is eliminated. From the time series of daily
observations, the rates which are quoted as close as possible to the middle of
each month are selected. This is due to the fact that Swedish treasury bills
usually mature at the middle of the month, and therefore the reported maturi-
ties of the instruments will be closest to the actual at this time of the month.

The first step in applying the tests empirically is the question of choosing the
method of obtaining the naive forecast. As mentioned before, the only
requirement of the naive forecast is that it is based on information which is
available at the time it is made. The forecast considered here will simply be
an unweighted average of the monthly short term yield for the five years
prior to the date of the forecast.

Data for the long term yield is available from February 1984, and four
different final dates are used for the investigation, November 1994,
November 1991, November 1989, and August 1987.!7 The first date

17 The 1-month t-bill rate is available from January 1983. For the computation of the naive fore-
casts, the prevailing rate on January 1983 was used in the place of the short term rates prior to this
date.
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corresponds to the end of the available sample. However, utilizing the entire
sample means that the true "perfect forecast” cannot be constructed for all
time periods without using a terminal short rate, 7, at the end of the
sample.}¥ If November 1991 is used as the final date, then the bias
attributable to 7, is reduced considerably. At most, the terminal short rate is
then used for the last two fifths of the future short rates in the construction
of R, and thus receive relatively low weights. November 1989 is the latest
available date which allows the true "perfect forecast" rate series to be
constructed. Finally, using August 1987 as the final date in the tests removes
any influence on R, caused by the turbulence in late 1992. Thus, the various
samples reflect different trade-offs between the sample size and the possible
bias introduced by the terminal rate 7., or the events in the autumn of 1992.

Figure 2 exhibits the two constructed forecast series, together with the actual
5-year market rate, for the period up to November 1991. Table 5 gives the
results of the MRS volatility tests for the different subsamples. The second
column of the estimated variances in table 5 should contain smaller values
than the first column in order for relation (30) to be valid, and similarly the
values in column three should be lower than the ones in column one for (31)
to hold. Clearly, the implied inequalities are violated for all investigated
periods. In fact, the bounds in the first column are on average exceeded by a
factor of three.

Table 5: MRS Volatility tests: 5-year bonds and 1-month bills

)] -2y m-nY]

Feb. '84—Nov. '94 1.649 3.195 6.088
Feb. '84-Nov. '91 0.758 2.081 2.056
Feb. '84-Nov. '89 0.877 2.253 1.845
Feb. '84-Aug. '87 0.513 1.677 2.756

Mankiw et al. do not provide any distributional theory for testing the statisti-
cal significance of the violations of relations (30) and (31). However, by
using a Monte Carlo technique called the bootstrap, the distribution of the
mean squared errors in table 5 may be approximated from the available data
set, and the statistical significance of the violations can be tested. First, a
number of artificial samples are obtained by resampling from the observed

18 Following Shiller (1979), the terminal short rate used in the tests is the sample mean of the
short rate,
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data. If we are interested in testing for example relation (30), a natural way is
to test whether the difference

E{(R: —R?]Z}E[(Rf-}ztjz} (32)

is greater than or equal to zero. This is done by drawing 10.000 bootstrap
samples with replacement from each of the two series of squared interest
rates, and then computing the difference of the means for each sample. From
these 10.000 bootstrap means, a 99% confidence limit is obtained by the
simple percentile method, i.e. the limit is chosen so that 1% of the bootstrap
replications exceed the limit. If this limit is negative, the hypothesis that (32)
is greater than or equal to zero is rejected at the 1% level of significance, and
thus relation (30) is found to be violated. The same test is performed for
relation (31). Not surprisingly, in all four samples the violations of relations
(30) and (31) are found to be statistically significant at the 1% level.

Figure 2: Realized 5-year market rate (R), the constructed "ex-post rational” rate
(R*), and the naive forecast rate (R°) for February 1984 to November 1991
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These results suggest that the naive predictor performs better than the
realized long term market rate in forecasting the "ex-post rational" rate in a
mean squared error sense, and that the market rate is more volatile around
R? than the "ex-post rational" rate is. Hence, as in the previous section, the
conclusion is that the behaviour of the volatility of the long term interest rate
is inconsistent with the expectations hypothesis of the term structure.
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7  Summary and Conclusions

This paper investigates the interest rate volatility of long term Swedish
treasury bonds for the period 1984 — 1994. By examining the relation
between the observed long term interest rate variance and the variance
bounds which are implied by the expectations model of the term structure of
interest rates, it 1s concluded that the long term rate is too volatile to accord
with the model. On average, the variance of the one-period holding yield of a
long term bond exceeds its theoretical upper bound by a factor of five, and it
is found that the violations are stfatistically significant. Furthermore, the
variance of the long term interest rate exceeds the upper bound provided by
the perfect foresight rate by on average a factor of 2.8. This result is also
significant in most cases. These results are in line with findings of U.S.
studies (Shiller (1979), Singleton (1980)).

The result that the variance bounds are viclated by the data is stable for the
investigated subperiods before and after the floating of the Krona. In fact, the
conclusion is strengthened for the latest period, December 1992 to
November 1994, in which the variance of the long term bond rate exceeds
the variance of the short term t-bill rate. Thus, in this period, all three upper
variance bounds are violated.

There are a few possible theories which could explain the results in this
study. The tests are conducted under the assumption of a constant (or zero)
liquidity premium. A time-varying premium could, in theory, account for the
outcome of the tests. However, studies by Pesando (1983) and Amsler
{1984) show that the hypothesis of time varying liquidity premia is unlikely
to account for the rejections of the variance bounds tests. This conclusion is
due to the fact that the premia would have to be extremely large to bring the
results in line with some rational expectations model. Furthermore, in a study
of Swedish time varying risk premia, Hordahl (1994), using an ARCH-M
model, found no evidence of any such premia for long term bonds.

Another possibility is that the market does not form its expectations
rationally. This explanation would be in line with claims made that fads due
to noise and liquidity trading are an important cause of movements in the
market. The appearance in recent times of large internatiopal money-
managing funds in the Swedish bond markets could support this view. These
funds often have very short investment horizons, mainly due to the fact that
the investments are financed by short term loans. Consequently, long term
fundamentals could come to play a less important role for the decisions made
by these institutions, and thus for the pricing of the bonds. The result would
be a short term noise component in the long term interest rates which would
be manifested by excess volatility.
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Still another explanation of the rejection of the expectations hypothesis is
simply that it is not the right model for explaining the term structure in
Sweden. It might therefore be of interest to test the competing models such
as the preferred habitat or market segmentation hypothesis more rigorously.
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Appendix A: Summary of Singleton's (1980) Spectral
Estimation Methods!?

Singleton starts by proving that the variances of R, and ﬁt can be estimated
from the observed sample of r,. First, let S,(1) denote the spectral density
function of r. S,(A) is given by the Fourier transform of the autocovariance
function of r, C,(s):

S,(ﬂ.):il- S Cs)e™, -zmsisw (A1)
Y/ 2P

where

G&= E[(rt _E[er[rt+s —E[rt+sD]

and 7 =~+/-1. The spectral density, or power spectrum, gives a representation
of the variance as a function of the frequency, or period of oscillation. Since
the variance of a variable can be estimated by the sum of the estimated
spectral density function of that series, we need to show that the spectral
densities 5. (4) and Sy(1) can be estimated from §,(4).

If some variable v, can be written as v, =Zi_maJx,_,, then the spectral
density function of this variable is given by2?

S.(A)=aA)*S (Da(k), -x<ism, (A.2)

where &' (1) denotes the Fourier transform of a,:

al)=Yae™, -~z<ignm. (A.3)

S=—c0

a(A)* symbolises the complex conjugate of a(A). This result may be
conveyed to the case of the perfect foresight series, R, by noting that this
may be written as R = (1-AF)'r, =a(F)r,, where F denotes the forward
shift operator. Consequently, once the discount factor £ is determined, the
spectral density function of R, is given by

19 1 Singleton (1980), the proofs are stated for the general present-value relation involving the
expected future value of X variables. Since the term siructure model in guestion only involves one
variable, the short term interest rate, the summary here is only given in the context of a cne-variable
present-value model.

20 Singleton (1980), p. 1164, and Fishman (1969} p. 71.
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S .(A)=a(A)*S,(DaA), -m<isn, (A4)

where @(A) is the Fourier transform of the discount series. The variance of
R’ is then estimated by taking the sum of the spectral density estimate of R’

Next, for the estimation of Sy(1), Singleton assumes that 7, has a one-sided
moving average representation:

n=.0.6.=0l)s, (A.5)
s=0

where L is the lag operator. Then, the optimal linear least squares predictor
of firture x based on the past and current values of x is given by?!

- &) -1
?H_S—[ 5 La(L) 7, (A.6)

The operator [ ], denotes that negative powers of the argument are
ignored. Given this, R, can be expressed by

7 - 87— -1

R =| 8L05(L)| (L) 7,

t t
s=0 s

o0
- [ ZﬁSFSa(L)] oy,
s=0 +

=[a(F)a(L)], a(L)'7,
= b(L)r,. (A7)

Analogous to the result in (3.13), the spectral density function of }/2; R 1is
given by

S =b)*SMb), -rsi<nz, (A.8)

where 5(A) is the Fourier transform of b(L) in (A.7). Since B(A) can be
expressed as

b =[a)yx)], aay”, (A.9)

21 gee Singleton (1980), p. 1165.
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and @(4) is known (given the assumption that f is known), 5(A) can be
estimated if it is possible to estimate a{A). Singleton points out that a(A4)
can be estimated by the canonical factorization of S, (1). An alternative
method is given in Koopmans (1974), pp. 235-237, where (1) is estimated
using the log spectral density of 7,. Once the estimate of @(1) is obtained,
the spectral density of R is estimated according to (A.8), and an estimate of
the variance of ﬁ, is given by the sum of S,(4) . The sample variances needed

for testing inequality (15) are estimated using similar methods as for the
variances in (8).

Singleton then goes on to show that the sample variances of R,, R,, and fl\t

(Az s\2

*’UR"'%) discussed above are consistent estimators of the true
R

population variances, and that the asymptotic distribution of R, R,, and &,
is multivariate normal.2? Furthermore, the asymptotic variance-covariance
matrix of 8%,8%,5% is shown to be given by

A2 2
o g & & )
};* o R R:R R'A
A _an
var 0'1;2 = 5RR* 5% Opp (A.10)
Pal 2
R||5ps St 5

where T denotes the sample size, and where

2 _ 7 2 A ’
=18 ,(WdA, & , =115, (D di, etc
R _z RR _zlRR

The expression ’JS’R.R(/'L)I2 is the squared modulus of the cross-spectral

density function of R’ and R,. Given these results, the restrictions on the
variance of the series R, imposed by (8) may be tested empirically with an
ordinary one-sided test.

22 gingleton (1980), pp. 1167~1168.
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Appendix B: Estimates for the period up to August 1992

Table BI: Estimated variances and test statistics for variance bounds

Swedish 5-year bonds

5-year bonds / 1-month bills

Period: February 17, 1984—
August 31, 1992

Estimated variances:

42 — 4502 32 —1428 82 =0347
r R *

R
A 2
8 = 0003 a%{ =756108 87 =104134

e}f 1378 0472
var| =

32 | |0472 0163

L°R

A2 _

5 x| [0099 0053
varl R |=

A2 | 0053 0163

o .

LR

0 )

& 0163 0000
var R =

42 | 10000 00003

| R -

a2
war 84 _ gt [0074 0229

g%{ 0229 1848

Test statistic [var(R ) <var(r,)]:  3.977
Test statistic [var(R,) < var(R,*)]: 2,737 **

Test statistic [var(R)= var(ﬁ,)] : 3.543

Test statistic [var(H,) < var(B,)]: -5.388 **

5-year bonds / 3-month bills

Period: February 17, 1984~
August 31, 1992

Estimated variances:

42 - 3880 42 —1427 42 —0337
r R *

R
ap 0021 cré, 366500 o B 30947

3'2 1158 0432
var] I [=

3-2 0432 0162

"R

a0

T % 0087 0050
varl R =

3_2 0050 (G162

L R

- 2

o 0162 0003
var| R |=

3—2 0003 000004

LR
var| . B |=

g%{ 0558 9103

Test statistic [var(R,) <var(z,)]:  3.635
Test statistic [var(Rt) < var(R,')]: -2.821 **

Test statistic [va:(R ») > var(R t)] : 3.544

103 -[0'073 0'558} Test statistic [var(H ) < var(B, )]: -3.738 **

B

o is the estimated variance of Var(r;)/(l—-}_fz), as in (15). * denotes that the tested

difference is significantly smaller than zero at the 5% level, and ** at the 1% level. The test

statistic is given by (24).
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Table B2: Estimated variances and test statistics for variance bounds
Swedish 10-year bonds

10-year bonds / 1-month bills Period: January 2, 1987-
August 31, 1992
Estimated variances: 33 =2048 35:'{ =0893 4%, =0080
R

a2 a2 _ a2 _
bp= 0.0004 O = 1748713 6p= 74424

[0.234 0‘126}

0126 0070 Test statistic [var(R,) < var(r,)]:  5.099

33
varar:2 =
L™ R

A2
O & [0.013 0.008]
vary, R |=

Test statistic [var(R() < var(R,*)]: -3.133 **

2 0.008 0070
L &R
(62 ] T o070 000002
R - & 5 . L. N .
var| 52 _[0.00002 0000 } Test statistic [VaI(Rt) 2var(Rt)]. 3.369
L R
(62 ] 0031 0523
Bl 4. A e “ . ek
var 3 0 {0523 17_724] Test statistic [var(H,) < var(B,)]: -4.096
L~ H ]
10-year bonds / 3-month bills. Period: January 2, 1987-
August 31, 1992
Estimated variances: 33 = 1659 E‘r%,_ =0893 &%, =0151
R
c’% =0003 &% =194941 c’}% = 20656
62| ro1s0 o115
~1_[o . . _
varl 5 —[0'1 5 007 0} Test statistic [var(R ) < var(r,)]:  4.412
L R
‘3‘2 0017 0015
* A , . . *
R = Test statistic | var < vart Do=3.111 ¢
VAl 2 {0.015 0.070} [var(R) < var(®)]
a
L R
_é\% 0070 00002 Test statistic [var(R) > R )] 3.368
= var . .
V& a2 | T {00002 0000 ) = var(®,
L R
|52 0029 0173
B _ 3 . .. v e A
var] 3%{ =1 -[0.173 2.199] Test statistic [var(H,)svar(Bt)]. ~4.018 **

O'z is the estimated variance of var(z,}/ (1 —%), as in (15). * denotes that the tested differ-

ence is significantly smaller than zero at the 5% level, and ** at the 1% level. The test statistic
is given by (24).
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Appendix C: Estimates for the Period after November 1992

Table C1: Estimated variances and test statistics for variance bounds
Swedish 5-year bonds

5-year bonds / 1-month bills Period: December 1, 1992~
November 23, 1994
Estimated variances: 82 -0346  BL=12717 &%, =0030
¥ R R*

A2 A2 AL
82 =00001 7 =2807130 o% =8577

3'2 0012 0052
var 55 = [0.052 0223] Test statistic [var(R,) < var(z,)]: -2.574 **
L“R
_éz 0002 0007
* _ i . e ] k&
var 315 = [ 0007 0. 223] Test statistic [var(R,) < var{R, )]. 2.724
| R
62 T o223 000002
R = - v - . .
vat| 3}{ [0.00 002 0000 :| Test stafistic [var(R, )Zvar(ﬁ, )] . 2.707
52 00007 0170
B - 4 A - . s < .o 2**
varl 1 [ 0170 9204 0} Test statistic [var(H,) < var(B,)]: -2.92
L H
5-year bonds / 3-month bills Period: December 1, 1992~
November 23, 1994
Estimated variances: &E =0416 6% =1277 5%, =0049
) R
A2 a2 _ A
&% = 0002 afq =639119 3% =3541
(521 [0022 0069 - _ o
var_ 5 ] = [0.0 60 022 3] Test statistic [var(R,) < var(r;)] . -2.646
>a
2] [0003 0010 - . -
var 3;] = [0_010 0223 Test statistic [var(R,) < var(R, )]. 2.711
(621 [0223 00003 . 'R
vm_ A i] .-lio_o 003 000 0} Test statistic [var(R r) 2 var(R t)] : 2.707

A
& ., [oo0z 0273 - < . "
va:[gz]..lo [0'273 77099 Test statistic [var(H,)_var(B,)]. 2.297

H

o, is the estimated variance of var(s,) / (1~ 7'}, as in (15). * denotes that the tested
difference is significantly smaller than zero at the 5% level, and ** at the 1% level.
The test statistic is given by (24).
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Table C2: Estimated variances and test statistics for variance bounds
Swedish 10-year bonds

10-year bonds / 1-month bills Period: December 1, 1992~
November 23, 1994
Estimated variances: 2=0346  &;=1241 &, =0029
& =5.10" 5%, =7155788 6% =13830
(’}f 0012 0051 . e o
vt 01 1= oos1. 0212 Test statistic [var(R,) < var(r,)]:  -2.556
A2
527 [o002 0007 - ol "
Var_é'i } [0 507 0212 Test statistic [var(R,) < var(R, )]. 2.714
Ay
o 0212  0.006001 . . )
var| S-J [0 00001 0000 } Test statistic [var(R,)zvar(ﬁ,)]. 2.697
Ex 0002 0703 -
=10, < -2 *
var_ 6-2i| 1 [ 0703 60456 3} Test statistic [var(H,) <var(B,)]: -2.908
10-year bonds / 3-month bills Period: December 1, 1992—
November 23, 1994
Estimated variances: 6t =0416 &2 =1241 &% =0042
61 =00006 5% =792258 &2 =5675
(527 0022 0010 - »
va 2 1=l ooto 0212 Test statistic [var(R,) < var(r,)]: -2.629
627 [0003 00001 i ' .
vax,gi =100001 0212 Test statistic [var(R,) < var(R, )]. -2.717
[62] [0212 00001 - _
var_ﬁ'; } -[ 00001 0.000] Test statistic [var(R )z var(ﬁ,)]. 2.697
Er 0004 0338 -
var-a_% } = 3'[0.338 74.040] Test statistic [var(H,) < var(B, )]: -2.904 **

cri is the estimated variance of var(r,} / (1~ 7%}, as in (15). * denotes that the tested
difference is significantly smaller than zero at the 5% level, and ** at the 1% level.
The test statistic is given by (24).
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