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A staff memo provides members of the
publish slightly longer qualified analyses of relevantissues. Itis a publibytsdaff
membersthatis free of policy conclusions and individual standpoints on currentpoli
issues. Staffmemos are approved by the Head of Department.
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Research and Modelling Division and the Financial Policy and Analysis Division of
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promoting the stability and efficiency of the payment system through oversight,
participation in regulatory work and the dissemination of information, and otherwise
acting to preventrisks in the financialstgm.
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Summary

In 2011, the Riksbank published a studyapropriatecapital ratios for Swedish banks, in
which the social benefit of higher capitaltioswasweighedagainst possibleaialcosts.
Several factors suggest that theciabenefitsof higher capital ratios for banks may have
been underestimated. One reason is that previous studies may have underestimated the
expectedcost of a crisis to societyh&sluggisteconomic recovery has shown that the
effects of the mostrecent global financial crisis have been serious and created greeitdr
costs, notleastin Europe, than studies have shown previously. In addition, earlier studies
may have overestimted the longterm social costs of higher capitaltiosfor banks. Several
new studies have alsmoncludedhat higher capitatatiosmay bgustified.

Inlight of this, the Riksbank has made new calculatioappfopriatecapital ratios,
which are preented inthis staff memo. We proceed from the same conceptual framework
as the Riksbank Study from 2011, tn@nowfocus on the leverage rati@quity to total
assetsjnstead of measures ofskweightedcapital. We also takieto account new research
published since 2011. In our analysis, we balancexpected sociatosts of higher capital
ratios against thexpected sociddenefit The costis based on the possibility that higher
capital ratios may i n.tfhaelatsapsfehdsecodsdoth&irs’ f undi ng c o0s
borrowersthen thelevel of GDRould be negatively affectetlevertheless His cost must be
weighedagainst the benefit of the reduced probability of banking criseenbanks have
more capital as a buffer agairlatgelosses. Thisvaluableas crises can be very costly for
society.

Our calculations indicate that higher capital ratios than those curretiservedor the
major Swedish banks would have a limitaztialcost, at the saméme as we assessthata
reduced risk of a Swedish financial crisis could be expected to genesataabenefit All in
all, this means that even a relatively minor reduction in the probability of a crisis could be
enough tojustify higher capital ratis than thosehat the banks currently have

Depending on the assumptions made, the calculations provide supporbfapgropriate
capital levelnrelation to total assetfor major Swedish banks to be somewhere in the
interval of 5 to 12 per cenThe calculationglo howeverinvolvea largeamount of
uncertainty.

1We would like tathank Stephen G. Cecchetti, Ingo Fender, Reimo Mesa Finocchiaro, Xin Zhangpmas Jansson, Jens Iversen,
Annukka Ristiniemi, Magnus JonssBater van Santen, Tomas EdlamdiYildiz Akkaygor comments on earlier drafts.
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Appropriatecapital ratios in major Swedish banks
—New perspectives

In 2011, the Riksbank published a studyappropriatecapital ratios for Swedish
banks. Thetudy deemed aappropriatecapital ratio to be between 10and 17
per cent ofrisk-weightedassets. Atthe end of 2011, Swedish authoridesided
that the major Swedish banks were to have a minimum Common Equity Tier 1
(CET1) ratio of 12 per cent of thesk-weightedassets.

Several factors suggest that previous studiesgyropriatecapital ratios may
have underestimated theaxialbenefitsof higher capital ratios. One reason is
that thesestudies may have underestimated the likely cost of a crisis to society.
Thesluggisleconomic recovery, notleastin Europe, has over time shown that
the latest financial crisis has creatkgigesocialcosts.Moreover, countries with
well capitalised banksave been found toecover better after crises (Jorda et al,
2017). In addition, previous studies, such as BCBS (20&9have

overestimated the negative effect of increased capidédloso n b &unding ’
costs and ultimately the cost for companies to fund productive investment.
Several new studies, such as Dagher et al. (2016), Federal Reserve Bank of
Minneapolis (2016) and Firestone et al.12)Q) find that high capital
requirements may beacially beneficial

For Swederthe negative effects of increased capital requirements hlagen

Il i mited. Banks’' pr o fdodardbendinghtaycortimued conti nued
to be expansionary. For Swedish banks, higher capital requirements have
coincided vith a reduction of their risk weights and thereby a limited increase in
capital in relation to theitotal assetsThis might be one reason for their
continued good profitability and strong lending. The use of internal methods to
calculate capital requireents has over time led to loweisk weighs, which
increases capital adequacy for a given amount of capital. But, even though the
risk-weightedcapital raticchaverisen, the banks have probably notincreased
their resilience to the same extent. In this stydse thereforefocus on the
leverage ratio instead afsk-weightedcapital measures.

Against this backdropn this publicationywe present new calculations of
appropriatecapital ratios for the major Swedish banks. The analysis is based on
the same conceptual framework as Sveriges Riksbank (2011) but considers new
research in the field since 2011. Based on the assumptions made in the study,
the calculationdinds an appropriatéevel for theleverageratio of major

Swedish banks to be somewhere in the interval of 5to 12 per 8adauseur
results are based in part on data from a period in which there were no risk
weights for Swedish banks assetslirecttranslation of our leverage ratio to
risk-weighted capital ratios is not straightforward to infget. The estimated
interval for the leverage ratio would, translated using current risk weighigly

a capital level in relation to total assets of about@bper cent of the major
Swedi s h Jveightedsassets i s k
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Why are capital requirements needed for banks?

The major Swedish bankend their operations witta large share alebtcompared with
other companies that obtain funding to a greater extent ustqgity.Chartl showsthat
Swedi sh banks’ equity as a proportion of
Their equity currently amounts to about five per cent of théessets.
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For the banks ' leverdgaanprovad hileretsmson dguitygirhgood
ti mes. The dr a wbahbiityo hanslldargkl @stes detbrieratés avirerk esjuity
only constitutes a small part of the total funding. The higher #wetagethe riskier the
bank’ s o p-eothda thogsefindireg theban&ndforsociety as a whole.

Banks provide important functions in teeonomy and if a single bank encounters
problems, itrisks causing extensive shocks inthe rest of the economy. In addition, the major
Swedish banks are interconnected, partly becahsgowne a ¢ h @dvéresd bonds and
are exposed to the same sectonghich means that problems inone bank risk spreading to
the others.

Ifabank does not considéhe indirect and direct effects thats risk-takingbehaviour
may haveon the economyit may take excessively large risks freno ¢ i perspgectiveThis
follows from the bank not bearing the full cost when the riskit takes results in a bad
outcome.The appropriatdevelofb a n k s’

tot al

a

b2

MYy TN

as

equi ty ihighefframsroefiernt g sr obabl y

perspective than fr omTherefere baaital keguimmerdsaimedmte r s pect i ve.

ensuring that banks hold a certain minimum level of eqmgycontribute to a more
efficient resource allocatiof?

Cost andenefitof higher capitalevels

S

What constitutes aappropriatel ev el of fbramrk ss o ®igeitichrsbe per specti ve

analysed in different ways. For example, stress tests can be perfdmaextess what capital

2 Sveriges Riksbank (2011).

3 For a more detailed discussion of the purpose and functions of capital adequacy, see Berger et al. (1995).

4 Capital requirements can be designed in many ways, including different combinations of minimum requirements and buffers. How
capital requirementshould be designed is beyond the scope of this staff memo.
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ratios areappropriatein order for the bank to be able to withstand different types of shock.

In this study, we have instead ppached thequestionin the same spirit as the Basel
Co mmi tLéongterrn Economic Impact Stufhpm 2010 and the Riksbank study

Appropriatecapital ratios in major Swedish barfkem 2011, hereinafter referred to as BCBS

(2010)and Sveriges Riksbank () respectively. These two studiesea conceptual
framework where any expecteasialcosts of higher capital ratios aneighedagainst the
expected scialbenefit

Thewocialcost is due to the fact that hg gher

costs. Ifthisis the case and banks pass on the costincrease to their customers, it will become
more expensive to borrow from banks, which can lead to reduced investment and lower

GDP.
The ocialbenefitcomes from the reduced probability of a bankawggsis if banks hold

more equity that can constitute a buffer in the event of major unexpected losses. This is of

greatvalue as banking crises can be very costly for society.

The difference between the costand thenefitgives us theacialnetbenefit By
calculating cost anidenefitat gradually higher capital ratios, we can form an opimioftow
the marginal scialnetbenefitdevelops, i.e. how the ndtenefitchanges if we add more
equity atdifferentlevels of thecapital ratio The conceptudramework is summarized in
Table 1.

Table 1 Conceptual framework

Social cost andbenéfit of higher capital ratios for banks
() Cost

Mor e equity can increase banks’ funding cost
(+)Benefit

More equity reduces the probability of a financial crisis

A financial crisis is costly for society

(=) Netbenefit for society

Source: Own example based on Table 1 in Fender and Lewrick (2016)

When the capital ratiois increased, the manefit fromfurther increases gradually

declines At somdevel the probability of a crisis no longer decreases enough to offset the

costs that may result from further increases in the capital ratio. As long as a furtherincrease

provides aenefitthatis atleastas large #@®e costs, raising the capital ratio is justified
terms ofthe netbenefit The question we ask ourselves is at what | evesthaalcostswould
outweigh thesociabenefitof a further increase in capital ratios.

Our calculatios focus on equity in relation to total assets, i.e. whatin a regulatory context
i s referred to a3heBasd@miifteshat sgrestia neegsere ofthet i o .

leverage ratio thatrelates a ba'sdier 1 capitaloi t s exposures. Cal

cul

exposures involves items both on and off the balance sheet. Due to the lack of historical data
for this measure we do not use it for our calculations. Instead we focus on the book value of
capitalinrelationto totalassets on the balance sheet. For the major Swedish banks these

two different measures currently differ only marginaBeveral previous studies, such as
BCBS (2010) and Sveriges Riksbank (2011), focus on capital in rerasikmightedassets

ratherthan the | ever age r at i oveightd bawechaeged relefvelg d i
quickly making the studies above difficult to interpret. Chart 2 shows that the banks hold far

more equity in relation to theirisk-weightedassetshan previouslyAt the same time, their
equity as a share of total assets has hardly increased atelkeasonfor thisis thatthe
major banks have reduced their risk weights considerable in recent yearsubgsstshat
banks probably have notincreased their resitierio the same extent as thiesk-weighted
capital ratio has.

5 SeeSverigesRksbank (201)f Finansinspektionen (2014).

capital
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Chart 2 Capital ratios in Swedish banks, 2602016
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In the next section, we provide a brief description of how the costlaarkfitof higher
capital ratioscan be calculatedThe calculations are presented in more detail in Appendices
AE. First, we analyse thesialcost and then thescialbenefit After that, we weigh the cost
againstthébenefitat different capital ratios.

Equty is more expensive tharebtbut makesbanksless risk

In this section, wanalyse whether higher capitatiosincrease the cost of crediind, if
so, howlarge suchan effect may be. Equity is usually a more expensive form of funding than
debt. Thisis because equity is normally riisk® However, itisnotseld vi dent t hat the bank’
total funding costs will increasettfe proportionof equity to total assetincreases.
The secalled ModiglianiMiller theorem says that, under certain assumptioas,
company’'s total funding cost desttofimanteitself f ected by ho
(Modigliani and Miller, 1958However, in practice, there are a number of frictions linked to
b a n fkridisg that give reason to believe that the Modiglidviller theoremdoes not fully
hold. Two central examples are briefly described below. For a more detailed discussion, see
Appendix A.
Taxes are an examplefoifctionsthat couldaffecta b ank’' s fvhemtki ng cost s
percentageof equity to total assetencreases. The Swedish tax system allows tax relief for
interest payment expenses but not for dividends to shareholders. Videbiis replacedvith
equity, the bankoregoesa tax deduction corresponding to the interest expenditure for the
debt multipliedby the corporate tax rate. But, as we are talking about relatively small
i ncreases of the bank’'s eqanty hanlk’ sfahusdbngycbas
bank increases its equity to total assets by oeegentagepoint (i.e. debt decresesbythe
same amount), it willoregoa tax advantage corresponding to about 0.01 per cent, or one

6 Shareholder return is not predetermined butdepends on how much is left after the firm's lenders have received their agreed
compensatio. This could be said to apply both to currentreturns and in the event of bankruptcies. Itis then reasonable to exfyect equi
investors to demand a higher expected return than the return on debt, in compensation for the higher risk.
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basis point, of the bank's total funding cogtis addition, we can also note that, everlibt
is treated more favourablyin the tax codeisis not recessariljustified on economic
groundsand can distort compani es’ ,2009)nTdtheng deci si ons (
extent that capital requiremerstcounteract distortions in the economy, thesialcost of
more capital can thereby be expected to be vhan the private codbr the banks
Another relevant example of frictions is state guarantees, for example in the form of a
deposi t guar anexgeetatiomthathdge vrnear rnkreetn’ts wi | | protect the
lenders if the bank encounters problensuch frictiongan makelebtfunding cheaper than
itwould otherwise have been. Here, the distinction between private costs and social costsis
particularly important. If the deposit guarantee or expectations of governmentintervention
lead the banks ttake greater risks than they otherwise would have, it maydealy
desirableio have a capital requirement that limits risk taking. In this case too, the social cost
may therefore be assumed to be lower than the private cemt, even to comprise denefit
and nota costatall.
When a bank increases the percentage of equity, since equity is a more expensive form of
fundi ng than debt, one would expect an increase ir
time, since more equity constitutes a larger fanfagainst losses, the bank becomes less risky
from an investor perspective and therefore the cost of financing with debt and equity
decreases for the bankThis effectwhich is known as tHdodiglianiMiller offset, thusto
some extentounteracts theostincreasehat havinga larger share of equity entails.
Table 2 summarisesétModiglianiMiller offsetfrom a number of studies. As shown in
the table, estimations of thislodiglianiMiller offsetare relatively large. An estimated effect
of, forexample40percentmeansthat he esti mated i ncrease in banks’ f
per centlower than what would have been expected in the absence of this offsetting effect

Table 2 Examples of studies findingModigliani-Miller offset

Study Countries Period fjﬁgﬁsﬂgjg ank
ECB (2011) 54 global banks 19952011 41-73
Junge and Kugler (201| Switzerland 19992010 64
Miles et al. (2013) United Kingdom 1997-2010 4590
Shin (2014) 105 banks in developed economi( 19942012 46
Toader (2014) European banks 1997-2011 42
Brooke etal. (2015) United Kingdom 1997-2014 53
Clarketal. (2015) USA 19962012 43-100
Note. The calculated effect in column 4 states to what extent the cost of higher aapjtatementsis counteracted by the so called
ModiglianiMi | | er of fset. This off setlessthanwhatwoulbothernkise havefbeen dbservtecost s t o i ncrease

Appendix A for a more detailed description of the table

Although there is somdlodiglian-Miller offset, higher capital ratios typically give rise to a
costincrease for the banks. The next question is to what extent this costis passed on to the
b a n &ustdmersin Table 3 below, we present an overview of international research that
studiest he extent to which higher RTagstudiesl r ati os affec
examinea variety ocountriesduringdifferenttime periods.

7 If we assume thattte interest rate for debt funding is 5 per cent and that the corporate tax rate is 22 per cent, the tax effect of one
percentage point of debt being replaced by one percentage point of equity corresponds to a cost increase for the bank®22.85
0.01 = about 0.01% or justover one basis point. See also Hanson et al. (2011), who obtain similar results for banksdd Siatdsit
8In the long run, this applies for both debt financing and equity. A party lending to a bank runs a greater risgetifmpthe entire
amount back if the bank holds a small proportion of equity. And a lower capital ratio in a bank means that, all elseuzgjrigeeq
bank's equity becomes more risky, as the value of equity then varies more over time and the @skrajplry increases.

9 The literature often refers to the effect on the lending spread. For simplicity, refer to the effect on lending rates.
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Table 3 Studies estimatinghe extent to whichthe banks increase their lending ratéfthey increase equy to total
assets by one grcentagepoint

Study Countries Period :’;fég%ss $in el
BCBS (2010) f:l'ﬁﬁgg OfOECD | 19932007 26
Junge and Kugler (2013) Switzerland 19992010 0.7
Miles, Yang and Marcheggiano (2013 United Kingdom 1997-2010 1.2
Bank of England (2015) United Kingdom 1997-2014 25
Elliot (2009) USA 20
Kashyap, Stein and Hanson (2011) | United States 1976-2008 3.5
Bakerand Wurgler (2013) United States 19712011 8.5
Cosimano and Hakura (2011) Global 2001-2009 12
King (2010) fg&iﬂgg Of OECD | 1 9932007 30
Slovikand Cournede (2011) Selecion of OFCD | 20042006 32
De Resende, Dib and Perevalov (201 Canada 2.5
Corbae and D’ Er a| United States 50
Kisinand Manela (2016) United States 20022007 0.3
Mean value 16.3

Note. To make a comparison between the studies easier, we make two simplified assumptions. Firstly, we translate theofesisure
weightedcapital to the leverage ratio on the basis of the assumption that the average risk weight is 50 per cent, which is tatsay tha
risk-weightedassets amountto half of total assetsSecondly, we rescale the estimated effect in each study to the effen increase

in equity of one prcentagepoint in relation to total assets. We assume then that the effect is proportional, which s to say that the
effect of, for example, raising the capital ratio by werpentagepoints can be assumed to be twicelasge as the effect of raising it by
one percentagepoint. See Appendix A for a more detailed description of the table

This research overview indicates that thenks'lending rates may be expected to
increase ifbanks are forcedhbmlda higher propoiion of equity, but the effectis modest.
Thestudies in the table abowguggesthat, if banks increase their equity to total assets by
one percentage point, lending rates can be expected to increase by about 16 basis points or
0.16 ercentage pointsonaveragePart of the estimated effects in the table aboway
seem highn the contex of the Swedistbanking sectorA rough estimate shows that, all else
bei ng equal, Swedi sh major banks’ d2basisage funding
points ifthey were to replace onegrcentage point oflebtwith equity 1 However since
banks’' assets also consi st nws$tinameasermarethars set s t han |
the amount suggested by the calculations abidtbeincrease irfundingcossisassumedo
be passed along entirely inthe form of increased rates on loans. See for example Firestone et
al. (2017)In addition, many of the studies above also include indirect effects, e.g. impaired
competitiveness between banks. Itis an open questtiomhat extentsuch indirect effects
may berelevantfor SwedenAll in all, we let the average of 16 basis poausstituteour
bestassessment, butit cannot be ruled out that this overestimtitesnagnitude of the
effectfor Sweden. It should also bemembered that the question we are actually asking is
not whether higher capitaiatiosincrease the cost of borrowing fromthebanks per s pecti v e
but what the effects could be for the economy as a whole. Companies wishing to fund
productive investmentould also be expected to borrow froather financial institutionsor
to fund themselves with equity to a greater extéit-or both of these reasons, the effect on
thecosof fundi ng i nvestments i s expected to be | ower
costs.

10 Actual risk weights differ from country to country. Our assumption of 50 per cent is higher thanthe majos Swedh an ks’ ri sk wei ght s,
which are about 25 per cent, but is in line with what can be observed in other countifasedish risk weights are low from an

international perspective. Our assessment is that the assumption of an average risk weight o€&0tmpeeans that, while we oveor

underestimate the effects in individual studies, on the whole, we are in the right ballpark.

11 For example, if the capital costamounts to 12 per cent and 2 per cent for equity and debt respectively, and if the ctaop caste

amounts to 22 per cent, the average capital costincreases by justover 0.1 per cent, or 10 basis points, if borrowédreppitad by

equity to an extent corresponding to 1 per cent of total assets. This example does notrefer to afig bpakior specific period.

12n this studywe do not assess to what extent this can be expected to occur.
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Banks’' capital rat

i os can affect

In the previous sectionye noted that higher capitahtioscanhave some effect on

banks’ f uanddhatthey mght gasson the costto their customers. Ifthis occurs, it
will become more expensive to borrow from banks, which may resultin a lower GDP levelin

the long term. Put simply, a greater capital costin the economy can mean that some

investrrents that were previously profitable cease to be so due to the higher capital cost.

Lowerinvestments reduce the capital stock in the long run and tltheslevel of production

in the economy becomes lower.
To form an opinion on

how | arge this
macroeconomic models well as anacroeconomianodel that more explicitly considers the

banking sector. Our calculations focus on how the economy is affected in theetomg

The macreconomicmodel with a banking sector is taken from lacoviello (2015) and
calibrated to Swedish conditions. The model contains a capital requirement for banks, making

it particularly appropriate for our purposes. To evaluate the effects loifgher capital

requirement, we can change the value of the capital requirementin the model and study the

effects on GDP. In line withanyother studies, we disregard the shegrm effects and
focus on the effect of when the economy has attained a equilibrium

The strength of the RAMSES model in this contextis thatitis particularly well suited to
study the Swedish economyHowever, there is no explicit capital requirement in the model
itself. Instead, the effect of higher capital requiremergsalculated indirectly in two steps. In
the first step, the effect on the banks

capital ratio of one prcentagepoint. Here, we use the mean value in Tabkbove,i.e. 16
basis points. In the secontkp, we increase the lending ratdin RAMSES to study the

macroeconomic effects in the long term. For a more detailed description of the calculations,

see Appendix B.

Tabled shows that the two approaches provide approximately the same results. Ifwe
increase the capital ratio by onepentagegoointin relation to total assets, itis estimated in

both cases to leadto a marginally lower GDP level in the long term (0.13G87kd.cent

respectively). Both models have different advantages and disadvantages. We therefore letan

average of the estimations constitute our best assessment of the efieetwhich is a

common way of dealing with model uncertainty.

Table 4 Longterm effect on GDP of higher capital requirements

Effect on the level of GDP of increasing the capétlirementby 1 percenage pointin relation to total assets

Model Experiment

Effect on GDP level inthe long term
(per cen)

Increaseof capitalrequirementby 1 percentage

lacoviello (2015) . -0.13
point

RAMSES Lending rate increases by 16 basis points -0.09

Mean value -0.11

Note. See Appendix B for a more detailed description of the table

The estimations in the table above indicate that capitgluirements are only expected o
have a limited effect on the longrm GDP level. In Appendix B, @@mpare our findings to

similarresultsobtained for other countriesn studies using a variety of methods

Crises lead ttargecosts for society

Banking crises, and financial crises more generally, are very costly for the economy. It may
thereforebringconsiderable scialbenefitsif banks strengthen their resilience to crises by

holding a largeproportionof equity.

13 For a more detailed description of RAMSES, see Adolfson et al., 2013.

14 Expressed more precisely it is a loan margin butfor the sake of sijmpleigfer to it as the lending rate.

effect
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Agrowing bodyof researcltseeksto estimatethe sociatostof a financial crisibased on
historical experience. Based on more extensive analysis presented in Appendix C, we provide
abriefaccount of this research here. Then we make an overall assessment of whata banking
crisis vould cost Sweden todalp.

Itis customary in the research to focus on the effects on outputin the economy, i.e. the
GDP level. Butwe should remember thatthe GDP effect of a crisis does not capture all
aspects of how a crisis affects society. A crispgacts households and companies to a varying
extent. For example, some companies go bankrupt while others survive, or some individuals
lose their jobwhen unemploymentrises. For those individoalst affectedn a crisis, the
effects can be very lonlgisting. For example, their lorgrm chances on the labour market
may deteriorate as aresult of a protracted period of unemployment during the crisis, or
because their company goes bankrupt. The effects of financial crises may also be borneto a
largerextenby s mal |l er parts of a country’s population,
be significantly greater than is indicated by the GDP effect. This can also contributeto long
term political effects with further negative consequences for society (Brombeald, 2009).

In the rest of the analysis, we ignore these aspects of crises, however, and concentrate on
the effect on output, i.e. the level of GDP. The measure we focus on is the present value of
the future GDP level being lower than what would hbgen the case without the crisis. We
refer to this as the accumulated cost of a crisis.

The estimates of the accumulated GDP effect of a crisis differ considéraeliarge
variation reflects different historical experiences, different definitions ofisiand different
assumptions about the effectin the long term. Regarding the{teng effect, itis of key
importance whether onassumeshat the effect ofa crisis is permanent or temporary. There
iS no consensus on this inacademic literature, Witkh assumptiondeingcommon

Fgurelbelow shows two hypothetical exampleshaiwGDP can develop before, during
and after a crisis. In the first example, the effects of the crisis on GDP are temporary. In other
words, the economy grows more quicklyexthe crisis than the longerm trend and hence
returns to the original growth path. In the second example, the kergy growth rateis
unaffected, but the economy does nadgainthe fallin GDP during the crisis as a result of an
initial period of hidper growth. Instead of the original growth path, the economy ends up on a
parallel butlower growth path and output remains lower every single geanpared tovhat
itwould have been withoutthe crisis.

Figure 1Two outlines of the effect of a crisis
Level of GDP

GDR

—Trend Trend
---Trendafter crisis

~

Source: Based loosely on BCBS (2010)

Crisis Time Crisis Time

't can’'t be ruled out that banks’' capital r at iwvherebarlksgaity af f ect t he cost o
is assumed to only affect the probability of a crisis occurring.
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In both cases, axxialcost of the crisisis generatéor as long athe level of GDP is below
the original growth path. Butin the first example, no further castsuroncethe economy
has completely recovered. In the second exampheadditionalcost isncurredevery year
afterthe crisisas the economy does notreatte old path. The crisistherefore involves an
interruption to economic development thasnever recuperated.

The presenvaluecost of the crisis, seen from the pointin time when the crisis breaks
out, is represented by the shaded area in each figaspectively discounted at a suitable
discountrate. The fact that future costs are discounted reflects the perception that costs
further ahead in time are less burdensome than costs that are close to the presentut
another way, that people tend tealue consumption today slightly higher than consumption
tomorrow.

Table 5 summarises the findings from a number of studies that have tried to estimate the
accumulated cost of a crisis. As shown in the table, the estimated mean value otiak s
costofa crisis stretches from just over 8rwore than300 per cent of GDFE.One reason for
the relativelylarge spread in the estimates is that the time perspective differs between the
studies. Most of them calculate an accumulated cost over time, but sonyd ook atthe
effectduring afew yearsfollowing the onset othe crisis. Ball (2014), for instance, refers to
the effect over a single year whereas others, such as Boyd etal (2005), also contain
calculations of the discounted present value of the accumulated cost with an infinite horizon.

Table 5.Socialcost of fnancial crises

Per cent of GDP
Social cost Assumption regarding
Study longtem effect on GDP
Mean value Min Max level
Hoggarth et al. (2002) 16 0 122 Temporary
Laevenand Valencia (200§ 20 0 123 Temporary
Haugh etal. (2009) 21 10 40 Temporary
Cecchetti et al. (2009) 18 0 129 Temporary
Boyd etal. (2005) 97 0 194 Temporary
Boyd et al. (2005) 302 0 1041 Permanent
BCBS (2010) 19 0 130 Temporary
BCBS (2010) 145 0 1041 Permanent
Haldane (2010) 268 90 500 Permanent
Ball (2014) 8.4 0 35 Temporary
Ball (2014y 180 0 1035 Permanent

Note. The time perspective differs among the various studies. In most of the studies above, the effect refers to thevphesesfithe
accumulated cost, expressed aseagentageof GDP. A few of the studies calculate the accumulated cost over justa small number of
years. Ball (2014) refers to the effect over a single year. In addition, the studies make different assumptions as tdhenetfeets of a
crisis are temporary gpermanent. Studies that include estimates with both temporary and permanent effects are markedowith
depending on which assumption is made. See Appendix C for a more detailed description of the table

Since our study refers to capital ratiosSwelish banks, we are primarily interested in the
expected cost of a bamikgcrisis in Sweden. Thereis reason to expect a banking crisis to have
relativelylargenegative consequences for the Swedish economy. In Sweden, banks have a
major role in mediating creditto both households and companies. Mortgages are not
securitised as they are in the United Stafiesexampleand the corporate sector funds itself
to a geater extentvia the banks rather than by issuing corporate bonds. Partly as a result of
this, the Swedish banking systemis large in relation to the size of the economy. In addition, it
is concentrated andinterconnected. Furthermore, the major bank®lsalvigh proportion of
wholesale funding, a large part of which is in foreign currency. All in all, this makes the

16 These estimations are from studies that differ with regard to methodology, crisis definitions, time horizon and what s@ustrie
studied.
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banking system sensitive to shocks and means that a banking crisis could have significantly
negative ®cialeffects.

To give us a rough pigk of the conceivable effects of a Swedish banking crisis, we use
the estimated cost of the Swedish banking crisis in the early 1990s. There are factors
indicating that the effect could be both smaller and greater today, compared with the 1990s.
Onthe ore hand, Sweden now has a floating exchange sdteng public finances and has
implemented extensive structural reforms since the 1990s which have probably strengthened
the resilience of the economy to crises. On the other hand, the banking sectobigfgrin
relation to GDPiow, about 350 per centtoday compared widbout100 per centatthe
beginning of the 1990s.

Anadditionalfactorto consider ishe resolution framework, the intention of which is to
take care of banks that either have failedare close to failure. One aim of the framework is
to provide better conditions for managing problems in a single bank by convertingdahthe
into equity. However, the resolution framework is as yet untested and not until the next crisis
will we be ablé¢o gain a clearer picture of the extent to which it can alleviate the effects of a
banking crisis.

Boyd et al. (2005) estimate the cost of the Swedish 1990s crisis, expressed as the present
value of a lower future GDP level, to be between 101 and 25¢q@arof GDP. The lower
figure stems from the assumption that the effects of the crisis are temporary, while the
higher figureassumeghat the effects are permanent. Itis not obvious which of these
estimates provides better guidance on how large the ed#itbe of a future Swedish crisis. As
a result of this uncertainty and in line with how other studies have managed this uncertainty,
we assess thatanaverage of the two estimatesld be a possible cost of a crisis in Sweden.
This gives us a figure 08Q per cent of GDP, calculated as the present value of the GDP loss
over time.

Table 6 Socialcost of a Swedish financial crisis
Per cent of GDP

Source Cost in percent of GD| Notes

The Swedish financial crisis 199094
Boyd etal. (2005), 101 Assuming temporary effect on GDP leve
Boyd etal. (2005), 257 Assuming permanent effect on GDP le
Mean value 180

International average
Fender and_ewrick(2015) 100

Present value calculation made by Feng
andLewrick(2015)

Note. The scialcost refers to the presentvalue of the accumulated GDP loss as a result of a financial crisis. See Appendix C for a more
detailed description of the table

Ball (2014) 180

The assessmentthata Swedishcrisiscan be expected to cost 180 per centof GDP is
slightly higher thanthe international averagel00 per centalculated by Fender and
Lewrick(2015). But there are circumstances thaiiggest thathe effects of a bankig crisisin
Swedenwouldbe greater than the international average, for example the Swedish banking
sector’s size and structure. A cost of 180 per
cost of the latest financial crisis according to Ball @0Who estimates that the financial
crisis hasresulteth a 8.4 per centlower GDP level on average among OECD countries. If we
assume the effectto be permanent and calculate the present value of this, the cost of a crisis
will be 180 per cent (see FeadandLewrick2015), i.e. a costthatis equivalentto our
assessment for Sweden.

Equity reduces the probability of a crisis

As we stated above, the probability of a banking crisis decreases if banks have more
equity that can constitute a buffer intherent of major unexpected losses. This is of great



14

STAFF MEMO

value as banking crises can be very costly for society. The next step is therefore to work out
how much theprobabilityof a banking crisdecreasesf the capital ratio in banks raisedTo
do this, wause two different models. Thefirstis a standard model for credit risks thealled
Merton Model (Model ') . The second i s based on banks’' histor
estimate the probability of really large losséslpdel 2’). Here, we provide brief
description of our calculations. More detailed descriptions of the models canbe found in
Appendix D (Model 1) and Appendix E (Model 2).
The two models differ but are based on the sageeeralidea. Banks have assets, the
valueof whichvariesovertme . | f t he v afaligkeelowdcerminlewiek ' s asset s
bankmay faceserious problems as there is a considerable risk that it will not be possible to
repay liabilities with the valuef the assets. Regardless of where we set the criltisal at
which banks encounter problems, a higher proportion of equity initially means that the bank
has a greater marginto the critidalel. There is therefore less of a risk that the bank will
encounter problemsThe general ideais illustrated in Fig@reel ow.

Figure 2An illustration of acredit riskmodel

Value of
the assets

More V -
Critical

equ "y 0 . level
increases ~

the S~
distance
to the
critical
level

Time

Source: The Riksbank

An importantassumptionis at which crititalelbanks can be expected to encounter
serious problems. A b&mtan be considered insolventifthe valuétsfassets is lver thanits
liahilities.However historical experience suggests that banks can have serious problems even
when they are still solvent. Bank regulations reflect this by setting minimum requirements for
banks’® capital adequa cproblentswiththeimiquitigasareesult banks can h
of a delfallhgdse for paymentbeforeithas recuperated the money ithas lent. The
bank must therefore renew its funding several ti me
i nvestor s q u abditytorepayon ang of thesmokcasons, the bank may be
forced to obtain funding at a higher cost or might not be able to renew the funding atall. As a
result, the bank risks becoming illiquid. This can, in turn, nteatthe bank is forced to sell
assets quickly which can pr estoaldrgeextenatethe asset s’ ma
exposedtothe sametypeofasset ot her banks’' balance sheets may al
can exacerbate the negative spiral, acadledfire saleproblem (Schleifer and Vishny, 2011).
Arelevantcriticallevd of equityto consideris if a bank has disposed of large parts of its
capital buffers andiolates or is close teiolating existingcapital requiremers. The bank
then risks losing itséense and may have difficulty obtain fundingor could beputinto
resolution. There are no general regulations governindefelat which banks are putinto
resolution. In this study, weimply assuméhat the criticallevelis 1.5 per cent of toted ssets.
Thisassumpton s not to be seen as an interpretation of t
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In addition, wealso estimatédvlodel 2using acriticallevel of three per cent’ We also test, as
in the description above, a critidavelof O per @nt, i.e,when the bank is insolvesibthat
its assets araotworth morethan its liabilities.

When we show how higher capitadtiosareexpected to affect th@robabilityof a
banking crisis, itis important to remember that thecsalcosts of a banking crisis are not
necessarily uniquely connected to a bank becoming insolvent. Banks that, for example, lose
some of their equity can prioritise restoring their capital ratios by quickly reducing their
lending or sharplyincreasingtheere n mar gi ns. | n both cases, the bank
subduing both investment and consumption, thereby exacerbating the economic downturn.
Countries with well capitalised banks tend to cope better with crises (Jorda etal, 2017). One
explanation for this ithatthe transmissiorof monetary policys likelyto work better if banks
havehigher capital ratio§Gambacorta an&hin 2016). These factors suggest thatit can be
relevantto consider highdevels for capitathan those calculated in this study.

Model 1 ¢ standard model for credit risk

The first model we use testimatehow theprobabilityof abankngcrisisdecreases if we
increase the capital ratio in banks (Model 1) is a standard model for credit risk based on
Merton (1974). The startingointisthat a higher proportion of equity gives the bank a
greater margin for variations in the market val ue
falls belowa certain critickdvel. The variation in the mar ket value o
known as vol#lity, cannot be observed in many cases. The model deals with this by using
equityvolatility, which can bestimatedif a company's shares are traded astock
exchangeto infer asset value volatilitgs priced byhe market

TheMerton model is basedn a number osimplifyingassumptions, and therefore has
certain limitations'® One of thes éimitationsis that the model needs to be estimatém
historicalequityvolatility and that data only capturebe four major Swedish banksr the
period of 1997201619 This risks underestimating the logrm probability of a banking crisis
for atleasttwo reasons. Firstly, volatility varies over tjenaed itis far from certain that
historical volatility is a good indication of volatilitythe future. If future volatility is higher
than the average for the period studied, the model will underestimate the probability of a
banking crisis. Secondly, the period studied does not ciimeamost serioubanking crises
that Swederhas experienag, including the banking crisis in the eatB90s. Both these
factors suggestthatthe model probably underestimatesghababilityof a crisis.

The highethevolatility, the greater the probability of a baimigcrisisas an assetalue
with larger varationruns a greater risk of being bel@riticallevelat some pointnthe
future. To illustrate theffect differentlevels ofvolatility have on the computed probability of
a banking crisithe model is estimatetbr threeplausible and historically observéalels of
volatility: average, high and vehjgh.2° Themodel cannopredictwhich level provides the
best guidfor future volatility. Neverthelesswenotethat the time periodthat westudyhas
been largely charactesed by moderatéevels ofvolatility, butthat the volatility in the future
could very well turn outto bevenhigher.

To make a connection between the probability of a single bank encountering problems
and the probability of a banking crisis breaking,ove assume that a banking crisis breaks
outiffor anyone of the four major bankbe value oftsassets fallto the extent thatits
equity will fallbelow the criticalevel(which we, as above, assumeis 1.5 pefcentin this
model).Althoughthis is asimplifying assumption, it sommorly madein the literature and

17 Neither is this to be interpreted as an assessment of when a bank can be put into resolution.

18\We assume that tt company has some form of borrowed capital and that capital markets are working entirely smoothly, i.e. there
are no taxes, transaction costs or other obstacles. In reality, banks have a number of different forms of borrowed coaisiyaificant
shae of their funding is at short maturities, which creates liquidity risks that are not considered in the model. The matigf ther
probably underestimates the risk of banks encountering problems. Furthermore, we assume in the model that a bank onlgmncount
problems if the market value falls below the critical ratio at the end of the time period to which the estimate refeaeiyear from

now. If the market value falls below the critical ratio during the year, but then recovers, we then assume thankhéoes not

encounter problems. The probability of an individual bank encountering problems is thereby underestimated.

19The four major banks here refers to Nordea, SEB, SHB and Swedbark.

20The levels correspond to the 50th, 75th and 90th per cengiigectively in the observed volatiity 1997016. See Appendix D for a
more detailed description.
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appeargeasonablgiven how closely interconnecté&ivedish banks ari part because
theyown each others’ securities. | n @&tedi ti on, a cris
bankswhenlenders and depositors try twithdrawtheir money in a bank run. The same
assumptionis madein, forinstance, Sveriges Riksb@ik jznd ina banking crisis model
developedat the Bank of England (see BCBS, 2010, p 42). It canndtbeout, however,
thatthis assumption in particulanayoverestimaethe probability of a banking crisis. Set
againstthisis the fact that we estimate the model based on the historical correlations for the
four major banks. The factthatthe correlatidmsve been historically stronger @tressed
periods reduces the significance of this assumption.

The probability of a banking crisis when the model is estimated based on historical
volatility over the last 20 years is presented below. Chart 3 showsxamples in which the
model is estimated assuming a) average volatility and a critical dguiyset at 0 per cent of
total assets (blue line), and b) very high volatility and a critical etgugtof 1.5 per cent (red
line). The xaxis shows capitahirelation to total assets and theagxis shows the probability of
a banking crisis. The blue line shows that at capital ratios around two per cent of total assets
the probability of a banking crisis is already relatively small (just over four per edfitg f
closeto zero atratios over three per cent capital, on condition that the market value of the
assets does notvarytoo much. Thered line, whichis based on very high volatility in the value
of assets, shows that, at capital ratios around two partcthe probability of a banking crisis
is relatively high (about 50 per cent) and that the probability decreases as capital ratios rise.

Chart 3Probability of a banking crisis one year ahead using Model 1
Probability at different capital ratios, in per cent
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Note. Thehorizontalaxis shows capital in relation to total assets andibeicalaxis shows the probability of a banking crisis.
Source: The Riksbank

Table 7 below summarises the same information as the chart above but for six different
combinedassumt i ons about a bank’ leves Thétabteindidattsy and cr i ti c
thatthe probability of a crisis is, as arule, higher when assuming a critical ¢ceypéalf 1.5
per cent of total assets compared with O per cérite table shows furthehatthe assumed
value ofassetvolatility hasa crucialimpact onthe estimated probability o& banking crisisjs
in the sense that higher volatilitynplies agreater probability of a banking crisis.



Table 7 Probability of abanking crisis using Model 1

Probability at different capital ratios, in per cent
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Criticallevel 0 % Criticallevel 1.5 %
Volatility Volatility
Average High Very high Average High Very high
2 4.06 13.12 25.61 35.54 45.61 53.66
3 0.40 3.79 12.66 9.89 21.55 34.16
4 0.02 0.79 5.25 1.40 7.34 18.41
5 0.00 0.12 1.82 0.10 1.80 8.34
6 0.00 0.01 0.53 0.00 0.33 3.16
7 0.00 0.00 0.12 0.00 0.04 1.00

Note. The first column refers to the capital ratio expressed as equity to total assets, in per cent

Source: The Riksbank

Model 1 is a standard mod#iat deals with the problem afot being able to observe the

mar ket value of

a company’s

assets. But, as i s

assumptions made and the extentto which it pides good guidance on the probability of a

crisisis anopen question.

A comparison of the estimates above, which we have made using Model 1, based on the
last 20 years of data, with a longer time series over loan losses in the Swedish banking
system, sugests that the model can underestimate the risk of a banking crisis in Sweden. As

Chart 4 shows,

banks

! hi storical |l oan | osses ar

minor losses alternating with less common but significantly larger losses, pondisg to 3

4 per cent of total assets over one year. Inaddition, years of very large loan losses tend to
follow each other. On three occasions over the past 100 years, the banking system has
demonstrated loan lossesf about 69 per cent of total assetsver a threeyear period. This
means that the probability of very large losses increases significantly when the time horizon is
longer than one year. Itis also important to remember that this data refers to the banking
system as a whole. Individual bama/emade larger losses over the same period.

Chart4 Loan losses in the Swedish banking systemQt8@08
Loan losses as a share of total assets in per cent
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Source: Hortlund (2002009

and the Riksbank’'s own calculatio

ns
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Model2¢estimating2 ¥ G KS LINRPOlIOAfAGE 2F t2aa8a 6lQaSR 2y oly
As a contrastto Model 1, we also estimate an alternative model (Model 2) wehich

greater extentc o n s i d e mistorichllaan Iksses.
In Model 2, the banking systemis represented as a single bank, i.e. we aggregate all the

banks’® assets and |iabilities. We also assume that
thatis mnstantin relation to the assetst the same time as it hdean lossethatvary over
time.2!
The time seriesin Chart 4 suggests that the probabililrgl osses is quite high. In
terms of probability distrfathatiilecfis, ii.te.i & héemhera

probability of extreme outcomes than the normal distribution. Itis probably misleading
therefore to describehe historical lossey usinga normal distribution which implies that
very poor outcomes would not be particularlygli« In Model 2, we therefore assume that
the loan losses have a statistical distribution véttelatively high probability of very poor
outcomes, known as a hdlélistribution. See Appendix E for a more detailed description.

Chart5 illustrates the eshated probability of a banking crisis according to Model 2. The
chartshows the probability of a banking crisis one year ahead at different capital ratios. We
have estimated the model based on historical losses not only one year ahead, which we also
didin Model 1, butalso three years aheadin order to take into accountthe factthatyears
with large losses tend to follow each other. As for Model 1, we have estintla¢adodel
using a criticdevel for equity to total assetsf 0 and 1.5 per centrespegely. In addition,
we estimated Model 2 using a critideVel of three per cent of total assets. The latter is
justified by the fact that the model refers to losses for the banking system as a whole and that
the criticallevelis to be seen as an averagpdividual banks can, however, have significantly
higher losses than the average ina stressed situation and can therefore suffer a crisis before
the average has reached the critibavel As we argue above, one bank encountering
problems can be enough spark a crisisthroughout the entire banking system. This makes it
appropriate to increase the critickdvelslightly to compensate for the risk of underestimating
the probability of a banking crisis. It should not be seen as an assestmeghof when a
bank can be putinto resolution due to it being deemed to have failed likely to failAs a
comparison, we also include an estimate of the model where we assume thatthe loan losses
are normally distributed (darklue line close to zero).

Justasn Model 1, the probability of a banking crisis decress®the capital ratio
increasa. The probability of a banking crisis is greater the higher the ciigiealis set (as a
proportion of total assets) and higher when the probabilitgssimated baed on losses over
athree yearhorizonahead instead of one year ahead (see Chart5 and Table 8).

21 This assumption is important in order to be able to calculate the extent to which losses during a crisis can be coverfil. iy pr
practice, profits a notconstant One way for banks to manage major losses is to increase the rates they charge households and
companies. If banks increase their rates in a deep recession, however, it risks exacerbating economic conditions.
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Chart 5 Probability of a banking crisis one year ahead using Model 2
Probability at different capital ratios, in per cent
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Source: The Riksbank

Table 8 Probability in per cent of a banking crisis using Moddb2different capital ratios
Probability at different capital ratios, in per cent

One-year horizon Threeyear horizon
Critical equitylevel Critical equitylevel
0% 1.5% 3% 0% 1, 5% 3%

3 0.61 1.48 9.59 0.83 1.47 3.45
4 0.40 0.78 2.29 0.61 0.98 1.88
5 0.29 0.49 1.04 0.48 0.71 1.19
6 0.22 0.34 0.61 0.38 0.54 0.83
7 0.18 0.25 0.40 0.31 0.42 0.61

Note The first column refers to the capital ratio expressed as equity t total assetsr, aept
Source: The Riksbank

As can be seenin Chart5 above, the use of Model 2 leads to a higher probability of a
banking crisis compared with Model 1 at higher capital ratios. This is mainly due to Model 2
being estimated on a long time series that covers more historical finan@ak while Model
1is estimated using data from a shorter period in which loan losses have been relatively low.

Socialnet benefit of highercapital ratios

Finally, we add together the calculations described in earlier sectiqyet sensef
whatmay be consideredppropriatecapital ratio for major Swedish banks.

As described earlier, higher capital ratineratesocialbenefitsby reducing the
probability of a costly banking crisis. Atthe same time, there is a costfor higher capital ratios
inthatthe GDP level becomeslowéb anks’' | endi ng becomes more expens
benefitfor society of raising the capital ratios is thenefitminus the cost. By marginally
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increasing the capital ratios, one can calculate o socialnetbenefitwill develop when
further capital is added. To make daiallybeneficiato raise the capital ratio, the expected
benefitneeds to exceed the expected cost.

How does one calculate theosial net benefit?

In Table 9 we provide threstylisedexamples of how cost argenefitcan relate to one
anotherin orderto illustrate how the nebenefitcan becalculated

In this examplefithe bank's equitat some level isaisedby one percentagepoint, the
probability of a crisign this exampleledines by one prcentagepoint. If the capital ratio is
thereafter raisedy an additionapercentagepoint, the probability of a crisis declines &g
additional0.5 percentagepoints. If the capital ratias raisecby one more prcentageoint,
the probalility of a crisis declines furthdsy 0.1 gercentagepoints (see column a). The cost
of a crisis is shown incolumn (b). Using this as a base, one can then multiply (a) by (b) to
obtain the expectedbenefitper year of increasing the capital ratio byepercentagepoint.
Thebenefitis stated in column (c) and thus corresponds to the decline in probability of a crisis
multiplied by the cost of a crisfs.

At the same time, a higher capital ratio entails a costinthatit becom@e expensive
for househadds and companies to borrow from banks, and this costis stated in column (d).
The difference between the expectéeenefitof a higher capital ratio and the cost of the
same, give theacialnetbenefitin column (e).

InTable 9the cost of a crisisisssumed to be 180 per cent of GIMRanwhile we know
from previous sections that an increase inthe capital ratorefpercentagepointmay cause
banksto increase their lending ratashich in turn may resultia lower GDP level in thelong
run. Usingur estimates from previous sectiortbe socialnetbenefitof the firstincrease in
the capital level inthis exampban be calculated as 1.69 per cent of GDP, see Table 9. The
socialnetbenefitis positive, thatis, thbenefitis greater thanthe cdsin allthreecases

Table 9 Example- Net benefit of increasing capital ratieby 1 percentagepoint
Probability per year antenefitand costin per centof GDP

Costofa Expected
Increase in Declinein . benefit Cost (per | Socialnetbenefit
equity to total probability of a e e (ay(b) cent of (cHd) (per cent of
assets crisis (per cent) of GDP) (percent | GDP) GDP)
of GDP)
(a) (b) (c) (d) (e)
1 percentage 1.0 180 1.80 0.11 1.69
point

An additional
percentagepaint 0.5 180 0.90 0.11 0.79
Anadditional 0.1 180 0.18 0.11 0.07
percentagegooint

Source: Own calculations

Raisingcapital ratiosreduces the risk of a crisis
The question ithenwhatconstitutesanappropriatecapital ratio. To calculate this, we
seek the highest possible capital ratibwhicha further increase in capitahtiosstill provides
a positive scialnetbenefit(e) in Table 9. This is doneseverakteps.
The first step involves calculating ad¢ishold valuepr breakeven point after which itis
no longer profitable to raise the capital ratio. The threshold value is calculated by dividing the
costof increased capiteatios (column d in Table 9) by the cost of a crisis (column b).

22 Note that the benefit is showm the decline in probability of a banking crisis one year ahead multiplied by the cost of a crisis that is a
current value of future costs. This reflects the fact that crises are assumed to resul in a permanently lower GDP ey tinoeir.

Let us asume that one could pay a premium to avoid crises for certain for one year. Under the assumption of risk neutralitsthit is w
paying the premium as long as itdoes notexceed the probability of a crisis occurring during the year multiplied bguhéedisc

present value of the social cost of a crisis.
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In a secondtep we can then examine how different capital ratios affect the probability of
a crisis (a). As mentioned above, the probability of a crisis declines with each increase inthe
capital ratio, but the effect becomesmallerthe higher the capital ratio we edady have. If
the positive effect of raising the capital rafiarther isless than the threshold value, itis no
longer ciallybeneficialto continue raising the capital ratidhesocialbenefitwill then be
lowerthan the costand thus there will be no rnegnefit

We have calculated a threshold value ina main scenario based on the assessments of the
costof a crisisand the cost of an increased capital ratio of 180 percentand 0.11 mdrcent
GDRespectively, wich were reported in earlier sections and are shown in TaBBieWe
have also estimated thénk between an increase in the capital ratio and the probability of a
crisis occurringusingModel 1 and Model 24 These values are compared in Chart 6. The
different curvesshowestimatesunderdifferent assumptions. In Chatthe label, 1.5 and
3 percentrefer to the criticdévelsat which a crisis will break out. One year and three years
respectivelyrefer tothe time horizorof the losses based on wihthe model has been
estimated, and Medium, High and Very High refer to the assumptiassdt/ol atility 25

Thepoints where the probability curves intersect the threshold values indicate a level at
which itis appropriate to raise capital ratios byauafditional percentage point, but no more.
The appropriate capital ratio for different assumptiorssthus given by the capital level at
which the lines intersect plus an additional percentage point.

Chart 6 The effect of higher capital ratios on the probabjliof a crisisfor different assumptions
Reduction in the probability of a crisis iarpentagepoints
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Note. The prcentags in the legend refer to different critical equity ratios. 1 year and 3 years refer to historical losses 1 and 3 years
ahead respectively.

Source: The Riksbank. See Appendices D and E for a more detailed description

23f the cost of a crisis is 180 per centof GDP and the cost of the banks increasing their lending rates is 0.11 peacemn @&P), the
threshold value will be 0.11/1.8, that is, around 0.06 patege points.

24 Appendix D and Appendix E contain accounts of 12 different specifications of Models 1 and 2, which are used as a®asis for th
calculations. Here only a sample is illustrated to show the spread of the results. Our assessment is taatdtiesdriants are relevant
and the purpose of the selection is partly to illustrate the sensitivity of the assumption and capture the extremes gagsuthptions
made.

25|n the previous section the relationship is descrbeteims of thelevel of probability of a crisis and tHe a n k s ’ ratiosaHere wea |
describe the sameelationshipbut expressed abow far the probability of a crisis at a given capital ratio will decline when the capital
ratio increases by onegocentage point
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The Chartalsoillustrates an altetive threshold value (threshold value 2) which has been
calculated on the basis of an alternative scenario that assumes a higher cost of a crisis and a
lower cost of higher capital ratios. The cost of a crisis is assumed in this alternative scenario
be 257 per cenbf GDP in present value tetrwhich corresponds to the higher estimate for
the Swedish 1990s crisis in Boyd et al. (2005). This higher assumption is justified by the Swedish
banking sector having grown substantially in relation to GDP in telseades, having become
more interconnectedand having increased its dependencevamlesalgunding. As explained
above, the estimated cost of a crisis is also dependent on the chosen discount rate. If one takes
into account current assessments lohg run interest rates, there may be justification for a
presentvalue calculation of future welfare losses with a lower discount rate. A lower discount
rate makes the value of future income greater and thus the welfare loss from crises become
greater.In addifon, the cost of increased capital ratios is assumed tdb# as bign the
alternative scenari@asin the main scenario. This is justifiegartby our cost calculation being
based on two different models, one of which does not incorporateéMiogligliani-Miller offset
There may thus be a tendency to overestimate the cbsaddition companies may fund
investments in other ways than by borrowing from banks. Both of these factors indicate that
the effect on investments and GDP can be less than imiie scenario.

An appropriate capital ratio is in the intervalA2 per cent

Eachdeclining linen Chart 6 shows how much further oadditionalpercentagepoint of
equityreduces the probability of a crisis estimated with Model 1 and Model different
assumptionsegardingvolatility, timehorizonand criticalevel. The points where thee
declining lines intersect the threshold values indicate a level atwhichitis appropriate to raise
capital ratios by an additional percentage point, but no méwea given set of assumptions.
By adding one percentage point to eachludtlifferentcapital ratios at which the lines
intersectwethusarrive ata rangef appropriatecapital ratios.

All of theintersectionpointsare in aninterval of betweeapproximately4 and 11 per
centcapital in relation to total assets. The most cautiestimatethus findsit beneficial to
raise by one further ercentagepoint from a capital ratio of 4 per centto a ratio of 5 per gent
approximately In other words, all dhe estimates indicate that a welalanced capital ratio
is atabout5 per cenbr higher. The other estimates imply thatitiedallybeneficiato raise
even athigher ratios. Even with a capital ratio of 11 per centaiy be socially desirabie
raise by a further ercentagepointto 12 per cent.

Allin all, our calculatiorisdicatethat an appropriate capital ratio for Swedish bamkasy
bein the intervalof about5-12 per cendbf total assets

Many other studies show similar results
Severatecentstudies find support fohighercapital ratios in line with our results.
Firestone etal. (2017) uses a simdaproachio the one in this analysighichresults in
similar capital ratios for banks in the United States. Dagher etal. (2016) fthe basis of
panel data from a large number of countries over a long period of time that capital ratios of
813 per cent of the banks’ total assets would have
banking crises that have takethacein these countries sae 197025 Examples of other
studies thatalsdind thathigher capital ratosnay be appropriate from society
include Fender and Lewrick (2016), Bair (2015), Calomiris (2013), the Federal Reserve Bank of
Minneapolis (2016) and Admati and Held (2013 %7 Other studiesind support forlower
capitalratios. One of the reasons for this is that they have chosen to assume that the costof a
crisis will be lower using the justification that the new resolution framework can be expected
to reduce thecost see for example Brooke et al. (2018nhother reason why the estimates
are lower is thatthey refer ta sk-weightedcapital ratios in other countries. As the risk

26 The definition of avoiding a crisis in Dagher et al. (2016) is in the main scenario that the banks have 1 per cent equity (to tdtal assets
left after loan losses in a given year. In an alternative scenario, they set this safety margin at 3 per cent.

2’ The studies argaifor the following ratios: Fender and Lewrick (2016594 Bair (2015): 8%; Calomiris (2013): 10%; Federal Reserve
Bank of Minneapolis (2016): 15%; Admati and Hellwig (2013028
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weights in Sweden are comparatively low, itis difficult to transfer these res aealish
conditions.

Conclusion

Calculating an appropriate capital ratiovolves a great deal of uncertainfjhe
calculations can be made in many different ways, and whichever way one chooses the results
are sensitive to the choice afodel and the assuptions made.
With our approach, which largely followsethod used in severahrlierstudies, and with
our assumptions, itisaiallybeneficialto have capital ratios in the intervaf 5-12 per cent
of a bank's total assets. One cannotrule out the possibility that alvedlinceccapitalratio is
above or below this interval. Our res dltsdicatehigher capital ratios than those in the
Riksbanistudy from 2011reflecing new data andesearchamong other thinggurresults
arein line with severahore recenstudies.
At present, there is no | everage ratio requireme
ratios,measured as equity in relation to total assétavefallen over time ad are now
around five per cent. The calculationglicatethat it could be gciallybeneficiato have
higher capital ratios than those the major Swedish banks currently have.
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Appendix A Do higher capital requirements
affectlending rates?

Cristina Cella

Introduction

In this memo, we discuss whether raising capital requireniniscreases the cost of
financial intermediation and, if so, how large this effect may be and whether borrowing
for firms and households might be negatively affected.

Higher capital requirements make borrowing from banks more costly if both of the fofjowin
apply:

(M forcing banks to replace some of their debt financing with equity financing raises
their average cost of capital, and
(ii) banks pass this higher cost orttorrowersby increasing margins on loans

firms and household3®

In theory, in the absencée drictions, an increase in capital requirements should have no effect
on banks’ f undi regdingratssinthe longrmndHoweyeimareial icions
existanda review of international empirical research suggeststhat s i n g uiby o total s
assets byne percentaggointresults in an increase ilending ratesof 16 basis points on
average.

eq

To better understand whyending spreadsnayincreaseas a result of higher capital
requirements, ve discuss a number of market frictioosf r el evance to banks
and we also consider the potential effsahat a possible increaselending ratecould have
on the overall economyn particular, we note that adverse effects on investment and GDP will
materialise only if firmare unable to offsete higher cost of bank loans. If firms are able to
access alternative financing sources, their cost of capital would increase by less than the
i ncr ea s elending ratsaandkhe effects on the entire economy will be smallanth
ot herwi se i mplied. I n addi tion, some of the
funding costs-if they reduce their leverageare linked to subsidies for debt financing that
may distort the allocation of resources in the economy and leackis to take on too much
debt from a social point of view. Keeping these factors in mind, we emphasise the distinction
between private costsncurred by banks ansbcial costencurred by the economy as a whole
when discussing the results.

2|n this memgwe express capital requirements in termeqftiity tototal unweighted assetdn particular, whenwe

tal k about capial requiremed e asferto banks increasirgquity to total assets by one percentage
point.

2 Note that the underlying assumption here is that the larger cost of funding that a bank may experience because of
higher capital requirements is passed exclusivelyadiwowers. In particular, this assumption suggests that, to meet
capital requirement while keepintsireturn on equity unchanged, a bankreasslending rates so that thiacrease in

net income exactigancels outhe increase ifundingcoss. See King (2010) for a description of the mechanism.

f

cost

rict
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The ModiglianMiller framework

Whether or notincreasing capital requirementthereby forcing banks to finance themselves
with moreequityandlessdebta f f ect s a bank’s overall funding cos

I n theory, the eff emdhenaonthteading mtéscolldbezbiong costs, a
in the long run. In their seminal paper published in 1958, Modighéifer (hereinafter MM)
show that, in a world without frictions, the combination of debt and equity with which a firm
chooses to finance itsperations is irrelevant to its average cost of capital. Insuch a frictionless
world, reducing leverag€éd oes not affect a firm s average cost

The MM framework recognises thatissuing equity may be more expensive than financing
with debt, bu points to an offsetting benefit of additional equity. First, when leverage is

reduced, the firm s outstanding debt becomes | ess
| osses. Second, the probability igdfthgdrdumm fi rm’ s def a
on equity falls. This should make a firm s equi t\

weighted average cost of capital (WACC) remains unchafged.

For financial institutions such as banks, the MM irrelevance theorem impliesriret,
world without frictions, better capitalised banks can issue less rislyd hence cheaper
equity while maintaining the same portfolioofloafid. n t hat case, i ncreasing a |
requirements would not affect either iteending rate or itslending volumes. In practice
though, banks face some specific frictions that make capital structure relevant for their cost of
capital. Broadly speaking, one could put these frictions into two broad categories:

a. government intervention,
b. market frictions.

In the following, we give a brief description of each category and illustrate specific frictions
that mi ght be of particular relevance to a bank’'s
Government intervention

If the government intervenes with tax breaks or subsidies thake financing with debt more
attractive that financing with equity, this distortion will affect the way companies may finance

30 Here we refer to leverage as the proportion of debj (Wer equity (E)debtto-equity ratio (D/E). Keeping debt
constant, leverage then decreases theequity base increases. Nopthough that Basel |1l uses a different definition

of leverage: Equity to Assets (E/D+E). Considering the Basel |1l definition of leverage, keeping assets constant, leverage
decreases as the leverage ratio increases.

31 Modigliani and Miller proposition | statekdt the sum of the market value of equity (E) and the market value of debt

(D) is equal to the market value of the unlevered assets (U):

o 0 7Y 1)
This equonsuggeststhaby hol di ng a port f ol,thednvestdrisdbleteredicatetatash equi ty and d
flows from holding the unlevered security. Because the return of a portfolio is calculated as the weighted average
returns of the securitis it contains, equality (1) implies that:

—YQ —YQ Yo @)

Where Re is the cost of (levered) equity, Rd is the cost of debt and Ru isthe cost of unlevered WARE dpveighted
average cost of capital). From equation (2), it follows that:

YQ Y6 -Y6 'YQ 3)
A firm s cost of equity dependbecashflowsbfehe scetsabsestanp per ati ng ri s
|l everage) and twhe cfhi rdne pse nfdisnamcitahle rfiisrkms’ | evel of | everage.
states that the cost of levered equi HoequitymtiofPk)s es wi t h t he f
S
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their operations. The same type of distortion happens if the government offers (unpriced)
guarantees of liabilities.

Fricionsde t o government intervention affect a bank
different ways. To begin with, in many countries, interest payments on debt are deducted
against a firm s corporate income while dividends

gives rise to &aluable tax shieldo banks, like any other company, maximise the value of their
tax shield by increasing leverage. If leverage is reduced, some of these benefits are lost, and

this can affect (albeit marginally) a bank’s <cos
To give a concrete example, assume thatnew equity replaceglang m debt i n a bank’s
capital structure, and that the only effect on the

shield on debt. Let us assume that, in Sweden, the average coupthredangterm debt is
5percent and the corporate tax rate is 22 percent. If equity increases one percentage point,
the losttax shield will be given by the coupon times the tax rate (0.05 x 0.22) = 0.0ddnper

or 1.1 asispoints. This implies thakeeping assets constaff,banks had to issue one extra
percentage point of equity, their cost of capital (WACC) could increase by about 13% bps.

Itis important to notice that a favorable tax treatment of debt over equity also creates
potentntel ¢ cdfifeects” (Stiglitz (12973) and Miller |
effect hypothesises that the common stocks of highly levered firms will be held by investors
with low personal tax ratesvhile the shares of firms with little or no leveragd| be held by
individuals with high personal tax rates. Thus, in order to attract a certain type of investor, a
company may not choose the capital structure thatis bestto supportits operations, but that
which refl ects thepspepéerfied préfenénceaeveasft oirtss ‘Whi
friction is difficult to quantify numerically, the existence of such a problem highlights the many
ways in which government regulatiaan distort how banks finance their operatians

Othertypes ofgoverme nt i nter venti on that could substanti a
for high leveragere implicit (toobig-to-fail type) and explicit (deposit) guarante&sBa n k s
shareholders benefit from these guarantees because they make the claim of debt holders and
depositors less riskyoaveragé® and are thus less costly from the financing perspective of the
bank. Replacing debt with equity might then resultin a higher funding cost.

Importantly, the larger costthat banks may incur because of forgone guarastaesa
social cost but a private one. The existence of guarantees might encourage banks to take
excessive leverage and/or hold more illiquid assets (Diamon and Rajan (2012)). This behaviour
makes the portfolios of banks riskier, and shiftsrisk fromthebk s * equi ty hol ders to t|
depositors and debt holders. Therefore, guarantees provide shareholders with a private
benefit, but have no clear social benefit: a) in normal times, guarantees allow banks to fund
themselves with cheapethan-otherwise cebt, thus giving them an incentive to lever up; and
b) during a financial crisis, guarantees represent a transfer from taxpayers to shareholders. If
guarantees generate inefficient behaviour, reducing their use might actually generate social
benefits.

Gowernment guarantees, or better, the existence of financial contracts used to overcome
the lackof them, also create another friction known as ttiebt convenience premiunBanks
not only raise money from retail depositors, but also largely rely on wholdsaleraised from
institutional investors (such as sovereign wealth funds and mutual funds) andriclash
companieghatare not protected by deposit guarantees. To offer rretail investors a safety

3 These calculations are in line with the results of Kashyap, Stein and Hans m{204lso document a small increase
in the repr es eostobcapital due tbtfe |bshtaxlsHiesd.

34See Elliott (2009) and Miles et al. (2013) farextendeddiscussion of this topic.

3 This is becausebt holders and depositors are more likely to recover part if not all of their claims in bad states of
the word.
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net similar to that enjoyed by retail investors, banise structured financial instrumesthat
maketheir investmentessentiallydefaultrisk free.

When institutional investors provide funds to a bank, they are paid an interest rate and
receive collateral through an instrument similar to a repo agreemerg.ifivestor buys (at a
discounted price) the collateral from the bank and the bank agrees to repurchase the same
assetata later date (usually the day after) ata higher price. If the bank defaults, the investor
keeps the collateral and is therefore ingdr against default risk. This system allows
institutional investors (and more specifically money market funds) to have a flexible and safe
investmentthat not only produces some interest but also allows the funds to access their cash
almost on demand@® Given this convenience, institutions are then willing to accept a lower
interest rate from banks, and shetérm wholesale debt has therefore become a highly
attractive form of funding for banks. In other words, some wholesale steon debt may
carry a valable moneylike premium3?

Understanding the monelike premium is important because, when studying the impact
of capital requirements, most authors assume that equity replaces-terng debt (which is
more expensive than sheterm debt on averageHowever, if banks are heavily funded with
shortterm wholesale debt, itis reasonable to assume that they may need to replace some of
this debt with equity and lose the mondike premium they make. Nevertheless, this kind of
cost might be quite small. F@& one percentag@oint increase in capital requirements,
Kashyap, Stein and Hanson (2Qteport that the lost moneyike premium would make
funding for the average bank in the dB&most1 bp more expensive.

Market frictions

In the perfect worldpostulated by ModiglianMiller, markets are completely frictionless so
firms have easy access to financing and can freely choose their capital structure. In reality,
when a company tries to raise more financing, this could be quite expensive. Some imhporta
frictionsin this context are related to asymmetric informationissues and market competition.

Because ohsymmetric informatiopfinanciers may be unable to correctly price the assets
of a company and they may require higher compensation for riskithatherwise necessary
(Ross (1977) and Leland and Pyle (1977)). However, companies might not accept the lower
price investors are willing to pay and may try to issue equity when the discount can be
minimised (Myers and Majluf, 1984). Investdnsugh anticipate that managers may issue
equity when the stock is likely to be overpricaddreact negatively tannouncemerg of
equity issws (i.e. the company stock price declines upon announcerdetg)ring managers
from issuing equity in the first place. Magers may then choose to finance with retained
earnings first, debt second and new equity inthefinalinstasfce@ | | owi ng the “pecking ¢
theorem” of Myers (1984).

Since banks have very opaque balance sheets, they could be more adversely affected by
asymmetric information issues when raising new eqdftyOn the other hand, while
asymmetric informationissues might be particularly significant when a single bank tries to raise
equity, if all banks need to issue new equity to meet the regulatory minimwpitl
requirement, asymmetric information may affect them less severely.

%Gordon and Metrick (2010) prssbvamrdkei nag”f wlylstaens arnidp ttihoen wsfe to
agreements.

37Gorton(2010), Gorton and Metrick (201Land Stein (2(®) are among the first to discuss this specific friction.

8SeeBolon and Freixas (2006) for more details about how asymmet
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Another importantfriction for banks is the degree of competition in the markdarket
competitionhowever, may not directly affecyto a bank’s co
passan increase in this cosh toits clients.

The main competitive advantage of banks is their ability to access cheap funding. If,ina
competitive environment, banks’' funding costs 1inc
compete and could be em¢éually run out of business. This would make the market more
concentrated and could have adverse consequences for borrowers, since banks may increase
interest rates more easily.

In already concentrated markets, increasing capital requirements might not reshape the
industry structure, but might indeed affel@nding rate: when unable to deleverage (assets
are kept constant) but forced to raise equity, banks may charge higheesttesites and/or
fees to their customers in order to compensate for
(ROE) and keep their target REJEC

With four big bank¢Nordea, SEERHBand Swedbarnkthat dominate the industry with
about 80 per cent of maet share, Sweden hasvery concentratethankingsector. Therefore,
while the risk of further concentrationin the local market may not be real, banks may indeed
transfer all of the extra costs incurred by higher capital requirements directly onto barowe
Still, banks do not necessarily have to increbesaling rates to offset theincreasen their
funding costThe ability of banks to charge more for loans is not only conditional on the degree
of competition in the banking sector; it also depends oe thvailability of credit through
private capital markets, and the elasticity of loan demand. King (2010) suggests that, before
banks modifyending rates, they could (i) reduce operating expenses, (ii) increasemerest
sources ofincome, (iii) rediregctivity towards more profitable lines of business, orghgorb
the higher costs and reduce ROE. These alternatives suggest that, also in a highly concentrated
industry,lending rate need not toincrease because of higher capital requirements.

The slort discussion above very briefly summarises the tension between the benefits and
costs of debt and equity financing, and suggests that frictions make a firm capital structure
relevant to its cost of capital. Nonetheless, many studies document that, wbenpanies
substitute debt financing with equity financing, their overall cost of capital increases less than
what it would have done in the absence of any mitigating effects, due to lower leverage and
less risky equity. This effectiscommonlyreferreddoat he “ Modileglri aff set” and it
well-documented also for the banking sector, as Table 1 sH3ws.

The studies in Table 1 suggest that, once equity is raised, the actual cost of capital of a
bank might notincrease by as much as some critics stiffyensistent with the MM offset,
replacing debt with equity makes a ¥amk | ess risky
this benefit offsetsnpart the costimplied by potential frictions. Lately, though, some authors

39 Elliot (2009) discusses why banks may intend to keep their target ROE and Kashyap, Stein, and Haulismug201

the issue of competition in the banking sector.

40Kisin and Mandela (2016) suggest that banks may perceive equity to be arbitrarily costly. Theoretically, the costs could
be substantialif the fragile capital structure is necessary for bank operation (Calomiris and Kahn (1991) and Diamond
and Rajan (2001)). Admati, DeMarzo, Hellwig, and Pfleiderer (2011) and Admati and Hellwig (2013) suggest opposite
arguments. Equity may also increasank value by improving incentives (e.g., Holmstrom and Tirole (1997); Allen,
Carletti, and Marquez (2009); Mehran and Thakor (2011)).

41To give andeaof the MM offset, we will refer to the example illustrated by Miles, Yang and Marcheggiano@013).

page 13 of their paper, they show that,the absence ainy Modigliani ad Miller offset, a 15 percentaugint increase

in capital to unweighted assets would increase the cost of capital of the average bank in thedggroximately 33

bps. However, usmtheir fixed effects estimate in Table 1, they show that the actual increase in the average bank cost
of capital is only 18 bpsot 33 bpsin other words theactual increase is 45 per cent lower than in the case without MM
offset.

42 See for instance thetudy that the Institute of International Finance (IIF) published in 2010.

4 Kashyap, Stein, and Hanson (2010) show that in a panel of large banks, those with less leverage have significantly
lower values of both beta and stecéturn volatility.
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have questioned the existiee of the MM offset, suggesting that a different issue may be
particularly important to consider in this contest: thew-beta anomaly.

Table 1. Evidence of the ModigliaMiller offset.

@ @) (€)] @)
Paper Country Data Period MM Offset
ECB (2011) 54 Global Banks 19952011 41%73%
Junge and Kugler (2013) Switzerland 19992010 64%
Miles et al. (2013) UK 19972010 45%90%
Shin (2014) 105 Advanced Economy Banks 19942012 46%
Toader (2015) European Banks 19972011 42%
Bank of England (2015) UK 19972014 53%
Clark et al (2015) us 19962012 43%100%

Column (1) records the title of the papers, column (2) describes the countries involved in the study, column (3) reports
the time period used in the study, and column (4) shows the Modigliani a et KMM) offset documented by the
paper.

The standard Capital Asset Pricing Model (CAPM) postulates that investors should be
compensated for taking systematic risk (beta). However, Ang, Hodrick, Xing and Zhang (2006)
documentthat stocks with lower betaalve historically earned higher returns than stock with
higher beta. The existence of this anomaly suggests that, all else equal, companies with low
risk may have to pay more, not less, for raising extra equity financing, and thus end up with a
higher cosbf capital (Baker and Wurgler, 2014). Then, even in a perfect world, the Modigliani
Miller capital structure irrelevance theorem fails (Baker and Wurgler, 2015). Baker and Wurgler
(2015) estimate that, because of the ldveta anomaly alone, the weightedrarage cost of
capital of the average US bank may increase 8.5 bps after a one percgroagéncrease in
capital requirements.

The discussion above highlights that, because of frictions, after incresginty to total
un-weighted assetby an additional percentage point, banks might experience an increase in
their cost of capitaind they may pass this increase to borrowers by increasing lending rates
So, the next question iflow much does a one percentageint increase in equity tootal
assets affectending rates? This issue is discussed in the following section.

Existing literature on lending rates

The literature on how capital requirements afféemding rates has evolved quite substantially
from initial attempts in the aftermathof the financial crisis. Data availability and more
sophisticated estimation frameworks have contributed to more direct and better devel oped
studies.

Table 2 summarises some of the most cited papers in this fairly extensive literature. For
the sake of ghplicity, the studies have been divided into those that explicitly employ the MM
framework (row (1X7) of Table 2), and those that use alternative methodologies (ro¥i@)
of Table 24 All of the results have been harmonised so that we always reperthange in

44 The pagers that use altemative methodologies mostly employ structural models, including general or partial

equilibium models, and accounting equations. Just to give an intuition, structural econometric models use economic

theorytodevelop mathematical statemet s a bout how a set of observable “endogenou
anot her set of observable “explanatory” variables (x) and
identities start by the basjrinciplethat total assets must equbtal liabilities and use stged balance shesand

calibrations based on a representative bank.
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lending rates associated withane percentageointincrease in equity to total assets, also
when the original study investigates capital to rs&ightedassets (RWA) type of
requirements?®

The studies that use the MM framework proceed irotateps: (a) they study how the
cost of capital of a bank is affected by the change in capital requirements; and (b) they study
how much of the change in the bank’s cost
more expensive it becomes forporate) customers to finance their investments. As
supported by existing empirical literature (De Bondt (2005), Harimohan, McLeay and Young
(2016) and Mojon (2000)), most studies assume that the increase in funding costs is fully
transferred onto borrowes 46

Table 2. Empirical evidence of the impact ofa one percentpgiat increase in capital requirements dending rates.

&3} 2) 3) “@) (5) (6) (Y} ®)
. ) . : N " ) . ) ) MM A Lending
Study Year Country Time Period Type of Study Methodology Offset Rates (bps)
A. Papers using the MM framework:
(o BCBS* 2010 13 OECD countries ~ 1993-2007 Calibration 26
2 Junge and Kugler 2013 Switzerland 1999-2010 Calibration 64% 0.70
3) Miles, Yang and Marcheggiar 2013 UK 1997-2010 Calibration 45% 1.20
4) Bank of England 2015 UK 1997-2014 Calibration 53% 25
(5) Elliot 2009 Us Calibration Implicit 20
(6) Kashyap, Stein and Hanson 2011 Us 1976-2008 Calibration Tmplicit 3.50
()] Baker and Wurgler 2013 us 1971-2011 Empirical + Calibration  Implicit 8.50
Average 12.13
B. Papers NOT using the MM framework:
(8) Cosimano and Hakura 2011 Global 2001-2009 Structural Model Empirical 12
9 King* 2010 13 OECD countries 1993-2007 Accounting Identities Calibration 30
(10y Slovik and Cournede® 2011 3 OECD countries 2004-2006 Accounting Identities Calibration 32
(11) | De Resende, Dib and Perevalov®* 2010 Canada General Equilibrium Model Calibration 2.50
(12) Corbae and D'Erasmo* 2014 us Structural Model Calibration 50
(13) Kisin and Manela* 2016 us 2002-2007 Partial Equilibrium Model Empirical 0.30
Average 2113
Overall Average 16.28

Column (1) records the title of the papers, column (2) reports the year of the last available version, column (3) describes
the countries involved in the study, column (4) reports the time period used in the study, column (5) briefy summarises
the type ofstudy, column (6) describes whether the study was conducted using an empirical, redpassin
approach or a calibration approach. Column (7) reports the estimated MM offset and column (8) reports the effect of a
one percentageoint increase in capitdo unweighted total assets dending rates (in basis points).Indicates papers

that originally investigate the effect of a one percentgmént increase in capital to riskeightedassets (RWA). To
harmonize the results, RWAis assumed to be 50 pat on average of total uweighted assets.

Overall, the main takeaway of Table 2 is that a one percerpaget increase in capital
requirements has a relatively small impact on funding costs and therefoterating rats
(about 16 bps on averagegndmore recent evidence (see for instance Kisin and Manela
(2016)) finds smaller effect3hese results though should be interpreted with caution.

To begin with, banks face different institutional settings in each country and thus most of
the resultsdepende t h e b a n ki n gspesife characteristics. Anothenpbtental
problem is that changes in capital requirements are studied in isolation from other policy
changes. The results obtained might therefore only capture an incomplete part of thé actua
effect. For instance, if several pieces of regulation chaogether, the collective effeatf
these changes could result in larger (or smaller) estimates than those reported in the
aforementioned studies.

45To hamonise all the papers, we translate all of the results assuming that on average RWA is 50 per cent of iotal assets
This is currently the best we can do becaugéefack of information on the actual proportion of rigkeightedassets

(RWA) to total assets in countries around the world. Daarequestedfrom BIS but our request could not Ipeet

because of privacy sues.

46 Miles etal. (2013) and Junge and Kugler (2013) are the only two papers that deviate from this assumption in their
main conclusion. However, to better compare the results across all papers, in Table 2 their results are adjustedso that
the passhrough is 100Notethat this assumption makes the magnitude of their effects larger than otherwise reported

in their papers.

of

capit
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Itis also important to note that most of thetudies use highly simplified assumptions:
banks have only loans in their portfolios, all equity is common equity, equity replacetiong
debt, the tax rate is constant (this affects the tax value of the debt tax shield) and banks are not
able to chang their assets. Changing one or more of these assumptions may substantally
affect the final estimates. Lastly, studies that use calibrations are very sensitive to the way
inputs are obtained.

To concludeitis important to keep in mind that, when intergting the results collected
in this very brief survey, the borrowers mustbe considered too. While banks may be willing to
charge higher lending rates to their customers, corporate borrowers may look for credit
elsewhere (less regulated institutions or slosv banks may capture part of the market of more
regulated banks), and may even choose to adjust their own capital strisctezeed with more
market competition, banks may then reconsider the decision to pass a large part of their
increased funding costento their customers. Therefore again, the structure of the banking
and financial system plays a crucial role when assessing the real economic consequence of
changes in capital requirements.

Existing evidence on lending volumes

Another aspectto consider to fully assess the impact that changes in capital requirements may
have on the real economy, is how they affect lending volumes in the steady state.

While banks could react to higher capital requirements by increasing | eralies;, they
could also choose to keep their lending rates atthe same level and instead reduce the amount
of credit to the economy to minimize the cost of monitoring borrowers in order to avoid losses.
They might of course concurrently increase lendingsatad reduce lending volume. While a
reduction in the supply of credit to households and corporates may have strong consequences
for the real economy, one should not forget that a demand side effectis also possible-1n well
functioning markets, keepingvestment opportunity constant, if banks increase lending rates
as a consequence of higher capital requirements, borrowers might look elsewhere for credit
This latter effect would create an observational equivalence: while it might seem that banks
have rediced credit to the economy, in fact, itis customers that are borrowing less from banks
to finance their consumption and businesses. If this is the case, changes in capital requirements
should behavequite limited effects on the real economy in the long

Also if unable to distinguish between a demaside effect and a supphide effect, many
authors have been studying the consequesttat changes in capital requirements could have
on lending volumes. Since the aim of this review is to focusrmling rates, we will only briefly
review two (more recent) papers that contribute to the literature on how changes in capital
requirements might affect lending volumes. We refer readers to the BIS report no. 30
published in March 2016 for a richer summary.

Mendicino, Nikolov, Suarez and Supera (2@X®wresults not only orending rates but
also on volumes. The authors incorporate the banking system in a standard DSGE model and
consider a framework in which banks lend to both households and corporates and where all
borrowers may default on their lenders due to idiosyncratic and aggeegabcks. They
calibrate their model using data from treairo zoneover the period 19992013. While the
original paper does not directly report results fending rates and lending volumes, the BIS
paper no. 30, publ i shed alcuatioMgseecTdble2 @ntl Bable2r epor t s a u't
in the repor). In the BIS reporthe authorssuggest that, in the long run, an increaseoné
percentagepointin the ratio of capital to riskveighted (unweighted asset¥’) is associated

47RWA=5@er centTotal Assets
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with anincreaseitendingrates of 2.8 (5.6) bps for househol ds’ mo
for corporate loans. Moreover, credit growth falls by about 0.15 per cent (0.3 per cent) for

households and 0.43 per cent (0.86 per cent) for corporates. Small effects are also documented

by Noss and Toffano (2014) who, using data on UK banks over the perioe20984find that

an increase of 1%ps in unweighted capital requirements is associated with a median

reduction of around 1.4 per centin the level of lending after 16 quariésse consider an

increase of equity to total unveighted assets of just one percentapeint, the median effect

on lending volumes amounts to 0.093 per camthe level of lending after 16 quarters

The modest effects found by Mendicino et al. (2015) angds\and Toffano (2014) are also
confirmed by a large body of literature. These studies, like thoskending rates, conclude
that the effect of capital regulation on lending volumes should be quite modestinthe long run.

Conclusion

In the above, we haveken the ModigliarMiller theorem as a starting point for a discussion

of how banks’' funding costs may be affected by hi
predicts that, in the absence of taxes and other frictidnsg n fkrgling coss may not be

affected atall in the long run. In practice, there are relevant frictions to consider that may cause

banks’ funding costs to increase sonfetwhat as a r e
existing research also finds support for the existence of someeagegf Modiglianiiller

offset Overall, the studies reviewed in this memo shthatra i si ng bankat equi ty to t
weightedassets byne percentaggoint may resulin anincrease itending rateghat ranges

between 0 and 50 bpg,6 bpson average.
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Appendix B The impact of higher capita
requirements on GDP

Anna Grodecka

Introduction

Higher capital requirements, while reducing the probability of a crisis, may also be costly for
society. More specifically,anddaekgmayesespondibgcr ease bani
raising lendingates# This could have a negative impact on the investmertohpaniethat
finance their production with bank loanand on the spending of households that use bank
credit to finance their consumption, potentially resulting in a lower GDP level.

There is uncertainty abotniow muchcapital requirements would actually raise the cost of
capital in the economy. Th eoullincteaseduetbighewhi ch banks’
capital requirements and ar e peg-<asdeagulaton t o banks’
specific factors and the degree of the Modiglidiiler offset (for a more detailed discussion,
see Appendix A). The Modigliaviller theorem states that funding costs of a bank should not
depend on the mix of equity and debt financifidodigliani and Miller, 1958% With higher
equity,abank becomes safer, and as such, the required return on equity should fall, making it
relatively less expensive. However, due to various frictions including, but not limited to, tax
subsidies for delfinancing and explicit and implicit government guarantees, this Modigliani
Miller offsetdoes noffully materialize in realityThus, if we require banks to hold more equity,
their funding costs will likely increase. However, it should be noted, thadgrder for higher
capital requirements to reducsorporateinvestment, the ModiglianMiller theorem has to fail
twice, both at the bank level and ttmompanylevel.

We evaluate the longun GDP effect of increased capital requirements using two general
equilibrium models with different characteristics. These models capture feedback effects
between different sectors in the economy. We focus on the impact on GDP once the economy
has settled into a new equilibrium (steady state), rather than transitory effects.

The first model contains banks and a capital requirentieat allows us to perform the
analysis in one step (lacoviello, 2015). The second model requires twoffttpesn estimaton
oft he effect onmateshfa whichve rely an thd estingates from Appendix A
Secondwe evaluate the effect of such an increase in lending spreads in the Riksbank
macroeconomic model, RAMSESacoviello (2015) is particularly wedlited to our policy
experiment becauseinlike many DSEmodelsit contains a capital requirement for banks. A
benefit of using RAMSES is that the model is particulapkyfor the Swedish economy.

Both approaches generate similar results. Our analysis suggests thata 1 peregoitdge
increase in the equityo total assets ratio may lower the lorgn GDP level by about 0:09
0.13per cent depending on the model uséd.

48 e Appendix ADo higher capital requirements affect lendirges?” |1 n t hi s Ap peans briding ratew and lerglieg t h e
spreads interchangeably. We refer to the lending spread as to the difference between lending rates and deposit ratesl If capi
requirements do not have an impact on the deposit rate (as in the models discussed in thiglkpptée change in the lending spread

will be entirely due to the change in lending rates.

4 Note that the ModiglianiMiller theorem refers tchavingequity and notraisingnew equity. It might be that raising new equity may
increase bank funding costsmporarily, but not permanently, if no further frictions occur. See the discussion in Miller (1995).
S0RAMSES a DSGE model usatthe Riksbank to produce a macroeconomic forecast, alternative scenarios, and for monetary policy
analysis. Seettp:/imww.riksbank.se/sv/Pressochpublicerat/Publiceratfran-Riksbanken/Ovrigeapporter/OccasionalP aper

Series/2013/Nel 2-Ramsedl--Model-Description/

51 These estimates do not change with the starting capital ratio, or change very little.
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Different ways of calculating the impact of capital regulation on
GDP

Our analysis compares results from different methods. Specificalyse a onetep and a
two-step approach for Sweden and we compare our results with estimates for other countries
that have mainly been estimated using a tstep approach. Hengthe results that we discuss
belong to three categories, with the last one méy used for robustness:

1. Steadystate comparison in the lacoviello (2015) model Onestep
2. Longrun effects of a higher lending spread in RAMSES model | Two-step
3. Empirical and sensitructural estimates of the relati@hipbetween | Two-step
lendingspreadsand GDP for other countries

Itis nota priori clear which of these methods is superior. Making the calculations in one step
puts a lot of faith into one specific model, while spreading the analysis over multiple steps
introduces uncertaity at each step of the analysis. Given this uncertainty, we find it suitable
to use both (1) and (2) in our analysis for Sweden, and relate the magnitude of that estimate
to (3).

Table 1 summases the results from all three approaches. The remaindénisfAppendix
discusses the calculations in more detail.

Table 1. Comparison of the results obtained with different approaches

Method/model | Experiment Change in GDF Changein Changein Change in
lending lending investment
volume spreads

Onestep analysis
lacoviello (2015) permanent 1 -0.13% -1.6% +46 bp -0.36%
p.p.increasein Firms | Hhs
NRWCR
-1.5% | -1.9%
Two-step analysis
RAMSES permanent -0.09% - +16 bp -0.27%
163bp
increase in
lend. rates3
Empirical andemistructural estimates for other countries
Minneapolis permanent 10 -0.1% - - -
Plan (2016) bp increase in
lend. rates
Bank of Englan¢ permanent 10 -0.05% - - -

(2015)

bp increase in
lend. rates

Locarno (2011)

temporary
persistent12
bp increasén
lend. rates

[-0.03%; 0.39%]

permanent 1
p.p.increasein
RWCR

-0.18%

Gambacorta
(2011)

permanent 2
p.p.increase in

RWCR

-0.19%

-0.36%

+5bp

52NRWCR stands for ngiskweighted capital ratio.
53The experiment ilRAMSES is designed togineer a 1 p.p.increase in the equity to total assets ratio.
54 RWCR stands for riskeighted capital ratio.
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Analysis using the lacoviello (2015) model

The model of lacoviello (2015) allows iosassess the GDP effects of increased capital
requirements in one step, since it features banks facing capital requirements set by a
regulator55 Banks in the model serve as financial intermediaries, collecting deposits from
householdsavers and extendinigans to entrepreneurs and households that borrow against
housing collateral. The capital ratio in the model is defined as the inverse of leverage, in other
words, it refers to capital to total assetThe model does not feature risk weights.

The mechanis that ultimately leads to a lower GDP level in the model as a resaitt of
increased capital ratio is best explained in terms of the balance sheet channel. To meet the
target of a higher capital requirement, banks can either adjust the asset side obtit@ice
sheet (by deleveraging, thus reducing lending) or the liability side (by raising more capital). If
they decide to raise capital, their funding costs increase (in a world with frictions, the
ModiglianiMiller theorem does not hold and thus equiity more expensive than debt) and
they will pass these higher costs onto their customerscoepaniesand households, in the
form of increased lendingtes In the model, banks adjust both sides of their balance sheet to
meet higher capital requirement#As demonstrated in Table 1, they reduce the lending and
increase the lendingates which makes the investment lspmpaniesas well axonsumption
smoothing and financing by households more difficult. As a result, GDP falls. Note that to the
extent thata ModiglianiMiller offset would actually occur, the model we are using will
overstate the negative effect on GDP. Analogously, to the extentcdbatpaniescan use
financing sourcesther thanbanks, our estimate should be seen as the upper bound on the
dropin GDP.

The original model has been calibrated to the US data. We change the calibration to
match some aspects ofthe Swedish data, in particular the ratio of household indebtedness and
corporate loans to GDP, the required return on bank equity, Aed.fV ratio for mortgagés.

The steadystate capital ratio is sett5 per centand in our experiment, we look at the effects

of a 1 percentag@ointincrease in the capital ratio, fromr centto 6 per cent As presented

in Table 1, GDP decreases b¥3per cent This effect takes into account increased lending
ratesand a fall in lending to both the corporate and the household sector. Given high levels of
household indebtedness in Sweden, the |atter effectis important to account for since it points
to a channel whereby capital requirements may reduce the coafiofncial crisis, by making
households—not just banks—balance sheets more resilient (if we believe that there may be
too much debt in the economy, which could lead to debt overharfieces).

Comparison witithe macroeconomic modealsed inSverigeRiksbank2011)

In 2011the Riksbank publishedstudy(SverigeRiksbank, 2011) assessing the real economy
costs of higher capital requirements using another DSGE model with bad&ieloped by

Meh and Moran (2010). In our view, several features of the Meh and Moran (2010) model used
intheRiksbank (2011) make it lesgtfor our analysis. In contrast to lacoviello (2015), in Meh
and Moran (2010) the capital requirementis not set byrtbgulator, but arises endogenously

as a result of a moral hazard problem between banks and housetapldsitors®” In practice,

this endogenously arising capital requirement means thatthe capital ratioin Meh and Moran
(2010) is a function of other modg@arameters, and is not one fixed number that can be
changed when the experiment of increased capital requirements is conducted.

The endogenous capital level in Meh and Moran (2010) is interesting from a research
perspective but arguably makes it less agmtate for evaluating capital requirements froma
policy perspective. Thereason is thatin this model, itis possible to arrive at a capittiatatio
is 1 percentagepoint higherin multiple ways, by different combinations of parameters

5 We use the extended model presented in the paper to address our quedfiolike the basic model that features only corporate
borrowing, the extaded model features both corporate and household borrowing.

56In our steady state, mortgage debt to GDP is ap&2cent corporate loans to GDP at 1p&r cent ROE asbout12.5 per cent, LTV

ratio for mortgages is set at 85 per cent. We match theeenents by adjusting the discount factors of economic agents in the modd,
changing the LTV ratios for households and companies, as well as the capital ratio.

57 Ensuring investment in good projects involves monitoring costs. Because households cannot tifessxtentto which the banks

actually monitor, theyequirethe banksoal so i nvest their own funds in the Il ending
ensuring that they monitor theompanies

operations.
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influencing theendogenous capital ratioin equilibrium.iSttan undermine the robustness of

the results. Moreover, it seems that reality is more closely aligned with the lacoviello (2015)
model, as banks often have to be forced to hold more capital. The effects onoGarP
experimentin whichthe parametersare changedo ensure that the economy optimally arrives

at a particular capital ratio (as in the Meh and Moran, 2010, modeB]ikely to be very
different from an experimenin whichthe banksare forcedto hold more capital (as in the
lacoviello, 2015, model).

The more recent modelling approach of lacoviello (2015), whichwas not available at the
time of the Riksbank 201analysis offers a more realistic description of the regulatory
framework, as well as a uue and nordisputable way to arrive at higher capital requirements
providing for a more transparent analysis. Moreover, while the Meh and Moran (2010) model
is silent on household borrowing, the lacoviello (2015) framework gives mortgage lending an
importantrole. Inthe face of rising household indebtedness linked to increasing housing prices
in Sweden, this channel of bank lending should not be ignored and hence, we opt for using
lacoviello (2015) as our benchmark.

We also compare our estimates to retubf similar studies conducted for other
countries. Angelini and Gerali (2012) conduct an experiment similar to ours, based on a Gerali,
Neri, Sessa and Signoretti (2010) framework estimated for the euro area. Angelini and Gerali
(2012) estimate the longun GDP effect ai 1 percentagepointincrease itthe riskweighted
capital ratio to range from a minimum offier centto a maximum of0.36 per cent which
couldpotentiallyimply much higher costs thathosereported in this study andn Sveriges
Rikstank (2011).

Analysis using RAMSES

The models used to evaluate GDP effects of higher capital requirements in thetépo

approach do not have a banking sectorcapital requirements incorporated, but they still

allow for an examination of the effects bfgher lendingateson GDP. A necessary input to

this analysis is thkending rateincrease whose effects one wants to evaluate. In Appendix A,

we summarse a range of studies that estimate the effect of increased capital requirements on

lendingratesfor other countries. We use the average of the estimates found in these studies

as input to the further general equilibrium analysis. Comparing different estimates, we find

thata 1 percentaggointincrease in the capital ratio (nefsk-weighted)on averagleads to

an increase in lendintatesof 16 bps( s ee Tabl e 2 i n Appendi x A “Do
requirements affectlendingates? ” ) . Thi s i s athatobtaieed fromsh¢ i mat e t han
lacoviello (2015) model. It may be due to the fact that the compatedrage relies both on

studies using the Modigliamliller framework and studies not using the Modigliakfller

framework. Depending on the assumed Modigliddiller offset (absent in lacoviello, 2015),

the increase in lendingatesdue to higher capitalequirements differs. Interestingly, despite

the differences in the lendingate, both models suggest a similar GDP response, which

emphasises the need to use more than one model to ensure the robustness of our results.

RAMSES is a general equilibrium mloebtimated on Swedish data used at the Riksbank
for the purpose of forecasting and monetary policy anal§%lsending spreads in the model
are endogenous and are a function of entrepreneurial net wealth amongst other variables.
When entrepreneurs havess of their own funds to invest, the lending spreads increase, which
raises thé cost of investment. In the longin this reduces the capital stock and pushes GDP
down.

RAMSES has been used as ifiputhe analysis reported in the Monetary Policy Report
from July 2014that assesses the effects of stricter capital requirements on the economy
(SverigeRiksbank, 2014). Given that lending spreads arise in the model endogenously, in the
steady state of the model, the spread is not a fixed parameter, uhation of other model
parameters, similar to the capital ratio in the Meh and Moran (2010) model. Changing the

58For a description oRAMSESsee Adolfsoret al (2013)In the model the repo rate is set according to a simple monetary policy rue in
which the repo rate depends on the deviation in inflation framper cenand on resource utlisation, measuredthe difference between
actual hours worked angdotential hours worked.
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steadystate lending spread thus requires a judgemental decision and can be done in many
different ways. That is why, in our experiment, ingdeaf comparing the steadstate values,

we choose to look at the loagin dynamic responses of the ldigearised model to a shock

that permanently pushes up the lending spre&8igin exogenous shock that drives up the
lending spreads by 16 Bpeads in RABES to a declinein GDP of around @&%entin the
longrun equilibrium, as reported in Table 1.

Empirical and semstructural estimates for other countries

Apart from conducting the experiments with the models adapted to the Swedisheconomy, we
look at estimates that were made for other countries tladtemptedto address the question

of real economy effects of increased capital requiremergimgtheir own general equilibrium

or reduced form models. In this section, we briefly report their ftssthat are presented in
Table 1.

The Minneapolis PI&A

The Minneapolis Fed presented {tdinneapolis Plahin November 2016. The Plan is a
proposal for sharply increased capital requirements with the aim of ending the existence of
‘'t oo bi g ncialanstifuteons In'the WUnited 8tates. Part of the plamtailsincreasing
capital levels held by the banks and weighing the benéifigseof against the costs. The cost
analysis proceeds in two steps and in the second step, the effects of higher |epdaads on

GDP are estimated.

To translatetheincreasal endi ng spreads i nto a GDP effect,
used. It is asubstantiaimacroeconometric model containiragpprox 300 equations used for
forecasting, simulating scenarios and evdilgpolicy option$! The model does not include
a banking sector, butitincludes a range of different interest rates. The increase in the loan
spread is assumed to affect commercial lending. The results from the FRB/US model suggest
thata permanent 1®psincrease in lending spreads would reduce the GDP level annually by
0.10per centin equilibrium.

Bank of England (2015) calculations

A recent Financial Stability Paper published by the Bank of England uses-iepapproach

to estimate real economgffects of increased capital requirements (Brooke etal., 2015). The
authors use a set of semsitructural macroeconomic models (not further specified) in order to
translate the estimated increase in the lending spread into the &f@Bt Their results sygest

that a 10bpsincrease in lending spreads couktluceoutput by up to 0.05er centin
equilibrium. The authors note that theaissessedost is |ower tha the estimates from the LEI
report, published by the Basel Committee in 2010 (BCBS, 2010).

Locarno (2011), BIQM model

Locarno (2011) assesses the impact of Basel fiedtalian economy with the use of a BIQM
(Bank of Italy Quarterly Model), which is a sestructural largescale macroeconometic
model. The study assesses that an increaseriding spreadsf12bpscan lead to maximum
GDP decline that occurs during the transition peiimthe range 00.03-0.39per cent Using

a different approach (not specified in the paper), Locarno (2011) reports that in the steady
state, the decline iGDP is estimated to be 0.p8r centas aresponse to a 1 percentagmnt
increase irthe risk-weighted capital ratio. The study was used in the LEI report.

59 1n the model, the entrepreneurial wealth shock is the main driver of lending spri@eldook at impulse responses to this shock
(persistence parameter is set at 1) in order to infer the GDP response.
%https:/mww.minneapolisfedorg/~/mediaffiles/publications/studies/endingtbtf/theminneapolisplan/the-minneapolisplan-to-end-
too-big-to-fail-2016.pdf?la=en

61 The FRB/US model is different from DSGE models as the expectations of agents are formed in a different way. Theyhmay be eit
consistent with the full knowledge of the model (as in DSGES) or based on projections from estimated VAR models. ThH@optimisa
problems of the agents in the FRB/US model are more ghon, resulting in an effective planning horizon close to fieary, as opposed

to an infinite horizon in the DSGE models. Moreover, the FRB/US model allows for nonlinear interactions among endogebles)s vari
while most DSGE models are linearised around the steady state.

t
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Gambacorta (2011), VECM model

Gambacorta (2011) uses a VECM (Vector Error Correction Model) estiotathe US data
from 1994 to 2008 to assess the effects of Basel |l reforms. Like Locarno (2011), itis a study
that was used in the LEI report. Gambacorta (2011) reports stetady effects of increasing
the riskweighted capital ratio by 2, 4 or Gepentagepoints. Theestimates suggest that a 2
percentagepointincrease in the capital to riskeighted assets ratioleads to a GDP decrease
of 0.19per centand a decrease in lendirng0.36per cent The effect is almostlinear, sofor a

1 percentagepoint increase in the capital to riskeighted assets ratio, the GDP decline is
around 0.0%er cent If we assume that riskeighted assets correspond to around e cent

of total assets, the results would suggest that a 1 percerfaaiet increase inlie capital
total assets ratio corresponds to a fall in Gaff@.18per cent

Conclusion

In this short note, we present various estimates of the GDP effects of higher capital
requirements on the Swedish econory the long run Our onestep analysis usg the
lacoviello (2015) model suggests that raising the -nisk-weighted capital ratio by 1
percentagepoint can lower the longun GDP level by about 0.13 peent. In our twestep
analysis, theincrease in lending spreads due to higher capital reqgntsris taken as given,

and the GDP response is calculatesingRAMSES, a DSGE model developed at the Riksbank
and estimatedon Swedishdata®2 This experiment suggests that a 16 baxsint increase in
lending spreads (corresponding to a 1 percentpgént increase in the nomisk-weighted
capital ratio)couldlead to a fall in GDP of around 0.pér cent

How do our results compare to other studies? Generally speaking, more recent studies
suggesta GDP response to higher lending spreads and capitakreguis inthe ballpark of
our estimatesobtained with lacoviello(2015) and RAMS®&Bile older studies, such as those
used in the BSBC (2010) calculations, suggested larger €ffects.

Given that we have access to new data and new types of models compe2d ®, when
models incorporating banking and financial frictions were at an early stage of developmentin
the wake of the global financial crisis, we believe that some of the earlier estimates of the
impact of higher capital levels on economy need todressessed with the use of new data and
methods. Furthermore, itis important to note than inmany DSGE models, like lacoviello (2015)
that we usein our analysis, the Modigligviller offsetis absent, so if we weret@nsiderthe
possibilitythat banks shareholders may demand lower return on equity, when the banks
become more capitaded, the ultimate increase in lending spreads, and thus, the GDP effect,
would be even lower. As discussed in Appendix A, many studies report evidence of a
ModiglianiMiller offset of at least 4850 percent.

62The extent to which higher capitaquirements will increase lending spreads is an empirical question and it has not been examined
for Sweden yet. That is why, in the first step of the &tep analysis, we need to rely on estimates for other countries.

63While comparing the effects of @drent studies itis important to account for the difference in capital ratio ueslein. Given that
risk-weighted capital ratios are countgpecific and the increase in them can be driven both by anincrease in capital and by a decrease
in riskweights, we choose the more rigorous approach and examine the effects of an incredmanion-risk-weighted capital ratio.

Thus, any translation of our results into riskighted capital ratios has to be tirgependent, taking into account the levels of capital
assets and bank riskeights in a given period of time.
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Appendix G The economic cost of financial
crises

Gabriel Soderberg

Introduction

Financial crises have historically involved large social costs. Most recently, the global financial
criss thatstarted in2007 led to a severe downturn in the global economy. Moreover, ten
years after its outbreak, recovery remains sluggish inmany parts of the world. The question
of how costly a future financial crisis will be is highly relevant for deteimg an appropriate
level for capital requirements for banks.

This memo gives an overview of the economic costs of financial crises. Past experience
of financial crises is a good starting point for assessing the expected cost of anychigare
The lterature on how to estimate the cost affinancial crisisis, however, still in its infarf¢y.
We summarise recent research drawing on past experience from a large number of
countries, as well as some studies thatlook specifically at the Swedish datisid 890s.
There are reasons to expect a financial crisis to be particaaslyyfor an economy like that
of SwedenBasedn existing empirical estimates of the cost of the Swedish crisisinthe
1990s, our assessmentis that the cost of a future Sskediisis could be in the vicinity of 180
per cent of GDP in presentvalue terms, or possibly even higher.

Methods for estimating the cost of a crisis

In the literature, the cost ddicrisis is typically defined in terms of foregone output, expressed
as a reduction in gross domestic product (GDP).défisition facilitates comparisons

between different crises but alsbsregardshe social costs of a crisis, which are not
adequately aptured in GDP statistics. Government bailouts of the banking sector, as well as
fiscal stimulus, might reduce the fall in GDP, but lead to lasting government debt problems.
Some costs are alsoborne unequally. For example, individuals who become unedpsoge
result of a crisis are likely to suffer larger welfare losses in both the short and the long run,
compared to those that retain their jobs throughout the crisis. An increase in unemployment
following a crisis can leadto losses in job skills, wieintls to make it more difficult forthe
individuals concerned to secure future employment. In addition, it has been argued that
economic conditions caused by a financial crisis might fuel political extremism with far
reaching social consequenc®s.

Empiricdestimates of the output loss, in terms of national GDP, that follows from a
financial crisis differ considerat#§. The dotcom bubble in2001 was not particularly costly
in terms of real economic effects, while the subprime crisis in 2008 entiileghntial costs.
Financial crises also appear to be more costlyin developed countries than-deleteped
countries®’

Moreover, there is no universal definition of a financial crisis. With a narrow crisis
definition, for instance only crises that are &rsic in nature, the sample will contain fewer
and often larger crises, whichtend to increase the estimate. Abroad definition of crisis
instead means that the sample will include a greater number of small crises, which reduces
the estimate. An examplefthis is Romer and Romer (2015) which uses a very broad

64Haldane (2010).

55Bromhead et al(2012).

86 Haugh et al(2009), p. 24.

57 Hoggarth et al. (2002), Cerra and Saxena (2008).
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GD

definition of crisis: a rise in the cost of credit intermediatf$With this broad definition

Sweden had eight financial crises between 1992 and 2010. Unsurprisingly, given this broad

definition, the paper finds that the impact of financial crisis tends to be moderate.

Another difference between studies, with significantimplications for their results, is the

end point of the cost estimate. In particular, the results are typically highly sensitive t

whether the effects of a crisis on the GDP level are assumed to be temporary or peri§fanent
In Chart 1 the example on the left shows a hypothetical economy inwhich the financial crisis
results in output loss, but the economy subsequently recovers tptherisis growth trend.

The example on theright, in contrast, shows an economy in whichthe crisishas a permanent

effect and the economy ishifted onto a lower growth trend.

Figure 1Assessing the costs of financial crisis

—Trend

Crisis Time

Source: BCBS (2010), p. 9.
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—Trend
---Trendafter crisis

Crisis

Chart1 alsoillustrates four different approaches to setting start and end points of cost
calculations’ (i) From the precrisis peakin GDP to the lowest point before GDP starts to
increase again (betwegwoint Aand B). (ii) From the piisis peak to the point where the

GDP growth rate, i.e. the slope of the curve, returns to itsgisis level (Ato C. (iii) From the
pre-crisis peak until the GDP level returns to its-prisis growth trend (A to hithe lefthand
example). (iv) Allow for permanent effects of the crisis whereby the economy shifts to a lower
denoted

growth path. The difference between the peend postc r i s i s

t r e n@hartl.s

Permanent effects and cumulative losses mean thatibst of the crisis is measured

during all years from the onset of the crisis and over an infinite horizon. Thisis notas
sounds.

dramatic as it

n

ef fect

t

means

subsequently recouped. The economy retutasts precrisis growth rate, buhe lostyears
mean thatineach subsequentyedhe GDP level is lower than it would have been without

the crisis.

In case of permanent effects tipgesent value of the future outputloss can be

calculated according tine following formula:

. . 1
0o0doda uxxos"QUI‘éQ—

where| — andi isthe discountrate/t

68 Romer and Romer (2015), p. 8.

6%1n many studies there iso explicily statedassumptionabout whether the effect ipermanentor temporary Howeverjf only

measuring the cost between a start and an end point, permanent costsodteken into accountor the sake of simpiificatiowe will

refer to such studies as estittitag non-permanent effects.
"0 This section is based on BCBS (2010).
7LBCBS (2010), p. 34.
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Some studies seek to estimate the reduction in GDP during a specific year, or during a
specified interval immediately following the crisis sastpeakto-trough. Such shortun
estimates will invariably look modest compared to estimates of the cumulative effect of a
lower GDP level in the future. The difference is particularly stark if the crisis is assumed to
have permanent effects, in which cathe economy never returns to its pregisis growth

path. One way to arrive at cumulative estimates based on such studies is to calculate the
present value under the assumption that the estimated shrar effect persists into the

future (see for examplthe studies listed as Infinite horizon (permanent effects)in Table A1.1
in BCBS, 20103.

Literature review

We review the literature in two parts. The first part covers studies that estimate short
effects of financial crisis, i.e. costs from the onsfahe crisis to point B, C, or D@hartl.
The second partcovers studies thatlook at costs inthe long run.

Shortrun effects

Using a sample of 15 developed countries and 22des®loped countries, Hoggarth etal.
(2002) estimate the difference beeen trend and actual output during a crisis. They find that
the cumulative effect of a financial crisis for developed countries on average amounts to
around 21 per centof annual GDP, and around 16 per cent fodmssoped countries.

These estimates ref to the cumulative effect during the crisis itself, but do not take into
accountlongrun effects on the GDP level.

Laeven and Valencia (2008) estimate the costin terms of GDP from the crisis and the
three following years. This results in estimatesgiaig from zero per cent of GDP to around
100 per centwith a mean of around 20 per cent. An update, Laeven and Valencia (2012),
includes alarger sample and an estimate of the cost of the 2D0U8 financial crisis. The
average outputloss for the lattés estimated to be 23 per cent of annual GDP iretive@
area and 31 per centin the United States.

Based on the definition and database of Laeven and Valencia (2008), Cecchetti et al.
(2009) finds “tremendous di vePCostismeasuiehast he out c o me
the cumulative loss in GDP over the duration of the crisis in per cent of Hsrisigpeak
level. Using this method ten out of the 40 crises in the sample are found to have losses of
above 25 per cent of prerisis GDP.

Haugh ¢al. (2009) studies the effects of financial crisis using OECD data on the gap
between output and potential output. The conclusions are that the costs varied between
different crises in different countries, with the crisis inthe early 1990s of Japag thetonly
one that permanently seems to have | owered the cou

Longrun effects

Some studies analyse whether a financial crisis can be expected to have permanent effects on
GDP, but without estimating the size of the effect. For exanfpbera and Saxena (2005)
argued that Sweden’ s f i peamarentraductanmiGBH.Gerra n t he 1990 s
and Saxena (2008) use a sample of 190 countries to find further evidence that the outputloss
is highly persistent. Ramirez (2009) @ast studies the effects of a single crisis, that of 1893

in the United States. The results suggest that states which experienced the financial crisis,
such as Nebraska, had lower growth than states that were unaffected, such as West Virginia,
for a long tme after the crisis had been resolved. This suggests that effects of financial crisis
arelongterm. Abiad et al. (2009) likewise find that the growth rate in general tends to return

to its precrisis level in the medium run, but not the peeisis trendThis would imply

permanentor atleastlonterm effects of the crisis.

2Hoggarth et al. (2002), B37; BCBS (2010), p. 33.
73 Cecchetti et al. (2009), p. 12.
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Other studies seelo estimate the size of a loAgin effect. Boyd et al. (2005) estimates
the actual cost of financial crises in a sample of 23 countries selected from both developed
and less developed countries. The study estimates outputihgssrcent of the real GDP of
the year preceding the crisis year, both assuming that the effect of crisis is permanentand
non-permanent. The estimates vary with a mean of 95 per cent forpenmanent effects
and 302 per cent for permanent effects.

Haldane (2010) assumes different levels of output loss from the global financial crisis in
20072008 thatis permanent (ranging from 25 to 100 per cent). Given these assumptions,
the results rangerbm between 130 and 520 per cent of annual GDP for the UK, and between
90 and 350 for the world.

BCBS (2010) puts together a large set of different estimations, encompassing many different
methodologies in order to assess the benefits of higher capitel e For estimates assuming
non-permanent effect, the median is 19 per cent of gmasis GDP, and for estimates

assuming permanent effects, 158 per cent. Putting together bothpenmanent and

permanent estimates, the median is 63 per cent. Sincetihéysincludes both assumptions

of non-permanent and permanent effects, the benchmark cost of a crisis for assessing the
benefit of higher capital levels is setat 63 per cent ofqrigis GDP.

Recent researchindicates thihe cost of a financial cristeay be higher than
previously thought. In particulaexperience sinctne outbreak of the recent global financial
crisis suggests effects that are more severe than initially expected. Ball (2014)finds that the
effect of the financial crisis was very dige across countries, butthat there was evidence for
strong longterm effects. The weighted average output losth@year2015alonewas
estimated at 8.4 per cent.

Fender and Lewrig2015)translates the ong/ear estimate from Ball (2014) to a
present value of future output losseassuming permanent effects, to find amnplied a cost
of 180 per cent of prerisis GDP4 Using this and other recent estimates, the study
subsequently updates the 63 per cent estimate of BCBS (2010)to 100 per cenbtmafor
the economic downturn of the global financial crisis proving to be longer, and hence the cost
of the crisis higher, than was expected in 2010.

Table 1 summarises the results of the studies discussed above.

Table 1. Estimates of the cumulatie®st of financial crisis

Per cent of GDP
Study Mean Min Max Assumption
Hoggarth et al. (2008 16 0 122 Non-permanent
Laevenand Valencia (200§ 20 0 123 Non-permmanent
Haugh etal. (2009) 21 10 40 Nonpermanent
Cecchetti et al. (2009) 18 0 129 Non-permmanent
Boyd et al. (2005) 97 0 194 Nonpermanent
Boyd etal. (2005} 302 0 1041 Permanent
BCBS (2010) 19 0 130 Non-permmanent
BCBS (2019) 145 0 1041 Permanent
Haldane (2010) 268 90 500 Permanent
Ball (2014) 8.4 0 35 Nonpermanent
Ball(2014§* 76 180 0 1035 Permanent

Note: For studies in which estimates for both Reermanent and permanent effects are given, than-permanent are marked with *
and pemanent effects are marked with **

74BCBS (2015), p. 48.
7S Estimates are fonidustrial countries, using GAP2 methodold§ge Hoggarth et al. (2002) for further details.
76 Reestimated for mean b¥ender and Lewric015), and maximum by the presentauthor.
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Cost of a Swedish financial crisis

The bankingrisis that Sweden experienced in the early 1990s sheds some light on the
possible magnitude of a future crisis in Swed@m one hand some factors suggest that this
costmighthaveincreased. Above aB Bwedish banking sector has grown substantially
sincethe early1990s. In the year before the crisis the assets of the Swedish banking sector
accounted for roughly 100 per cent of GDAoday the number is closerto around 350 per
centof GDP. Problems in a proportionally bigger banking sector, aieiisg equal, are likely

to have a greater impact on an econor@n the other hand some factors including a number
of reforms since the 1990s suggest a lower cost. These reforms include for instance
independence of the central bank, new regulations and neswolution framework. Itis
difficult to objectively weigh these different factors against each other, so our best estimate,
is thatitis not unlikely that the cost of a future crisis in Sweden might be similar to that of the
1990s.

Effects of the 1998 crisis
The financial crisis of the early 1990s entailed a significant dealewnomic output
between the startand the end of the crisis (Chrt

Chart 1.Swedish real GDP
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Source: National Institute of Economic Research

The crisis entailed considerable public costs. Government debtincreased sharpha)Cnart
partdue to agovernment bailout of the banking sector, but also to a ciigiticed reduction
in tax revenues and increases in public expenditures.

7"Based on calculations from Statistisk &rsbok for Sverige 1992, p. 224, 2
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Chart 2.Swedish govemment debt
Per cent of GDP
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Source: Swedish National Debt Office

Unemploymentincreased from around two per centto around ten per cent (Ghahen
the crisis was oveunemployment was reduced, but settled on a level that was higher tha
before the crisis. Although there are several potential reasons for this increase, one
interpretation is that the crisis brought on a permanentincrease in unemployrfent.

Chart 3.Swedish unemployment rate
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Source: Statistics Sden

The crisis also caused anupsurge inthe number of bankruptcies §hart

8 Cerra and Saxena (2005).



APPROPRIATE CAPRATIOS IN MAJOR SWEEDB ANKSNEW PERSPECTIVES 53

Chart 4 .Total number of bankruptcies for companies in Sweden
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Againsta backdrop of sharply increased default rates and high unemployment levels, the
number of heavily indebted individuals grew. New legislaénactedin 1994 to mitigate the
problem was only partially successful. In 2013 there were still 95p806@ewho had debt
with the Swedish Enforcement Agenéyrgnofogdemyndigheterthat originated from

around the time of the 1990s crisf&.

What would the output loss of a Swedish crisis be?
Several factors suggest that the cost of crisis in Sweden can beedpebe higher than an
international mean. The Swedish banking sectoris large in relationto the size of the
economy, equivalent to approximately 350 per cent of GDP. In addition, itis highly
concentrated, dominated by four major banks that are hightgrconnected. Banks also play
a dominantrole in the provision of creditto companies and households: the corporate bond
marketis small, and mortgages are provided by banks and are typically not securitised. This
implies that alternative sources of finee may be more difficult to access if Swedish banks
are under stresssuggesting that a banking crisis would resultin a more severe credit crunch
than in less banloriented economies. Overall, these factors indicate that a future Swedish
crisis could benore severe than an international mean.

There have been a number of attempts to estimate the cost of the Swedish crisis in the
1990s(see Table 2 for summary of different estimates of the cost of a crisis in Swedes)
of them however only assume nggermanent effects which risks understating the costin the
event of the effects being permanent or longn8%The study that has been chosen here as
the benchmark estimate for the cost of the 1990s crisis is Boyd et al. (2005). The main reason
is thatitis the only study that estimatesamulativenet present value cost of the 1990s
crisis in Sweden assuming batbn-permanent effects and permanent effects and withina
coherent framework. Assuming nqgrermanent effects, Boyd etal. (2005) estimate tbetc
to be around 101 per cent of GDP, and 257 per cent assuming permanent &ffects.

In order to reach a baseline estimate, the average of the estimates of the cost fer non
permanent and permanent effects is calculated. The resultis roughly 180 pesfqemet
crisis GDP. An estimated cost of crisis of 180 per cent can be compared to the updated
international median estimated by Fender and Lewrick (2015) ataround 100 peBesayed
on Ball (2014render and Lewrick (2015) also reach the number of 18@gefor the

7S0U 2013:78, p. 37.

80See Laeven and Valencia (2008), Haugh Q09), Cecchettiet al. (2009).

81Boyd et al(2005)also performs a calculation in which the end point of summing the costs is simply when they mfractual data.

The authors note that this is “surely inppP®ropriate” and so

we

ignore

t

h
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financial crisis of 20022008This result ibased orthe assumption of a discount rate of 5 per
cent. Recentanalysis suggestaveverthat equilibrium interest rates may have declithe
which would suggestthat using a lower discount rateigdoe appropriaté2In general a
lower discount rateneans thathe present value of the future output loss increases, pointing
to a higher cost of crisi$his serves to strengthen our argument that our estimates are high
but not unreasonable.

Table 2 Ballpark estimate of the cost of a future systemic Swedish financial crisis
Per cent of precrisis GDP

Estimate Cost (per cent of GDP) | Comment
Sweden, crisis 1990994

Boyd et al(2005), norpermanent 101

Boyd et al. (2005), permanent 257

International average

Fender and Lewrick (2015) 100

Ball (2014) 180 Reestimated by Fender and Lewrick (2014

Riksbank (2017) baseline estimat 180 Averageof Boyd et al. (2005) high and low
Conclusion

In the above, we have described comnapproaches to estimating the cost of financial

crises and reviewed relevant empirical literature. We have argued that there are reasons to
expect a financial crisisto be particularly costly foran economy like that of Sweden. Drawing
on existing empiricastimates of the cost of the Swedish crisis in the 1990s, our conclusion is
thatthe cost of a future Swedish crisis could amountto 180 per cent of GDP in presentvalue
terms, or possibly even higher. This estimate is broadly in line with other compaitalblies.
While recognising the uncertainty surrounding estimates of this kind, we conclude that
existing research provides strong support for the notion that financial crises can entail very
large social costs.

82 Sveriges Riksbank (2017), p-14.
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Appendix D Structural estimates of the
probability of a banking crisis at different
levels of capital

Markus Andersson and Daniel Buncic

I ntroduction

The probability of a banking crisis is linked to the default probability of individual banks. A
large body of literature deals with the estimation of default probabilities of individual firms.
While the nature of banking activities make banks a dlittiype of firm, we can nonetheless
draw on this literature to shed some light on the default probability of banks.

In essence, there are two different approaches to modelling probabilities of default. One
is reduced form, the other is structural. Reddderm models approximate the properties of
the observed data as closely as possible without being confined by potentially constraining
assumptions of a theoretical model. Structural models are derived from asset pricing theory
and require clear definitiom about the stochastic properties of the process of interest.

We implement a standard structural probability of default (PD) model based on Merton
(1974).The Merton model is commonly used as a benchmark structural PD model when new
models are proposed (sdor instance, Bharath and Shumway, 2008d, with arapplication
to banks, Nagel and Purnanandam, 2Q6id is still widely used by specialised practitioners
in the financial industry.

Whilethe standardMerton modelapproach provides a benchmark, we are aware that
has several drawbacks when it comes to estimating the probabiligfafult ofa bank (some
of these are discussed furtherin a more general setting in Nagel and Purnanandam (2016)
andothers).Iparti cul ar, the esti mated PDs ag,e sensitive
which is an unobserved process and needs to be estimated fromiat&aover, once the
distance to defaulis determined from the model parameters, the likelihood of defésul
determined under a normal or Gaussian distribution, which does not allow for fat tails, a
feature commonly encountered with data on historical bank losses. This property of the
Merton model based PD estimates is likely to indicate a larger reductitweiprobability of
defaultfor increasing levels of capital and for a fixed level of volatility than seems plausible
from empirically observed loss distributions.Appendix Bf this staff memo, aeduced
form analysiss presented which useslong tme-series ohistoricallosses in the entire
Swedistbanking system and a more flexible statistical model thatis not confined by the
assumptions of a theoretical model, to offer a contrasting approach.

While recognizing the drawbacks of the Merton modeg, intention of this study is to
perform a scenario based analysis of the probability of default obtained from a standard and
well known model fodifferentlevels of capital. More specifically, we ask the following
guesti on: “ What bankng ctrisisat différedévdl sof bapital dassaniing a
thatasset value volatility can take on values that have historically been experienced in the
Swedi s h dhawtlkafnbdre ay@ty inrelationto total assets significantbguces the
probabilityof abanking crisis.
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Modelling the probability of default of a bank

Inthe Merton model ,Equittf i s a cal | opoftheassesofafimthe “Val ue” (
with a strike price equal to the face value of Ddb, due at maturityT.83 Equity is definedy
the BlackScholesMerton (BSM) equations as:

0 B Q Ag@DPi'YOBR Q
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Q Q , UYh
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@)

wherei is theriskfree rate,5 is the cumulative density function (cdf) of a stand normal

random variable, angl is the volatility oiv. From the (option’s) delta of
volatility is related to asset volatility by:

o "B QL )

where,, is equity volatility. fie above results are derived under the assumption thatthe
value of the assets of a firm follea Geometric Brownian Motioro( diffusion procesks

@ 0o, o h (o]

wherew is Brownian motion (increments are standard normal), ands a driftterm,
so that the log of thth process is distributed normal:
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where® ais standard normal distributed random varialdefault occurs whe

O,ie. the val ue of a Tdrélessthastheadsbsobligatidbat mat ur i ty
payable at maturityUsing the relations abovthe probability ofdefaultis then defined

as:
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83The Merton model assumes thabt is a zerecoupon bond with face valu® and maturityT. Moreover,marketsare assumed to be
frictionless,i.e., there areno transaction costoanyother fees andthat the frmcannot pay out dividends or issue new debor a full

list of assumptions underlying the Merton model, we refer the reader torévéew bySundaresan (201 3pundaresan (2013) also offers
a discussion on how reasonable these assumptions are.
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The fractionn the last expression in (5) can be rewritten as:

I I(b T[Eﬁ),, Y | IB T[8)” Y
, Y , Y
0a
(6)
where ,
N V]
=S <o, Y
g —2 - 8
, Y
(7)

Thetermddi s known as t he THegrobahility of defaufbllowsase f aul t " .

0@ O kK QB
(8)

Twoof the keyinputs intothe Merton model pricing equatiorerethe marketvalueof
assets of the firm\(), and its volatility(, ).Since these two are unknown and/or
unobservable, they are obtaindcbm theBSMoption pricing relationslefined by:

0 s AgDIiYOsQ
o y

" 6'3 Q , h
9)

for givenvalues dii ,D,, , andtimeto maturityl.
To solvefoWand, in(9), thefollowinginputs are required:

1) The marketvalue of equit|g)(. This is computed as the number of outstanding
shares onissue (Bloomberg Code: EQY_SH_OUT) multiplied by the stock price
(Bloomberg Code: PX_LAST).

2) Equityvolatility, .This is estimated from daily log returns of the stock prices,
where returns are compted ad T— .

3) Theriskfreeratei .We use the oneyear treasury (government) rate (Bloomberg
Code: C2591Y IndeXye set a floor for the riskee rate of 1(basis points (bp)

4) The face value of delltat maturity.We take total liabilitie$or debt (Bloomberg
Code: BS_TOT_LIAB?2).

We source all data from Bloomberg. Due to the different frequencies of the series used,
the starting dates as well as the length of the available samples differ across banks and
variables. For instance, equity pegcas well as thesk-free rateare available at daily
frequencies from 2 of January 1990 for SEB! éf January 1993 f@HB9" of June 1995 for
Swedbank, and®Bof December 1997 for Nordea, and from"2&f February 1994 for the one
year rate. Bdt, the book value of Debt (total liabilities) and the number of outstanding
shares on issue are accounting data and are only available at a quarterly frequency. Debt data
startin March 1997 for SEB aB#iBand March 1999 for Nordea and Swedbank, whige th
number of shares outstanding are available from March 1993fBJune 1995 for
Swedbank, and March, respectively, June 1998 for Nordea and SEB. All daily data éAd on 27
of April 2017, while the quarterly series are available until the end of Ma@dfr2
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We follow standard practice and use total liabilities as the face value of debt (see
Bharath and Shumway (2008), page 1344 and Crosbie and Bohn (2003) pélbieritis
possible that firms may continue to trade once total liabilities exceed #taesof their assets
due to the longterm nature of some of their liabilities, which may not require servicing at
maturity T, itis true that the default point lies somewhere between total liabilities and
current/shortterm liabilities. Taking total lialties as the default pointis thus more
conservative and is the common approachin practice (see also the discussion on page 7 in
Crosbie and Bohn (2003)).

As is discussed in more detail on pageslliiin Crosbie and Bohn (2003), itis the
marketvaluof t he firm s assets that matters for the proa
model, and therefore for the firm thatis analysed. The interestrate spread that firms pay

overthedefaultf r ee rate i s directly | inkthletfoi t mesmar ket
ability to service and repay its debt obligations. Put differently, the (default) risk premium
that is paid by the firmis a func@Asion of the marKk

mar ket pri ces o-f oakismeg s heamrietplidelofithewaleedf the
firm, andthus alsdts PDThe book value of the firm esbackwardlookingvariable
Forafixedlevdl i— i n (7), it is the v¢l)thatistha ty of the fi

keyparameterin the Merton moael. Given the link between asset value volatility and equity

volatility in (9)and the empirical fadhat equity volatility is not timenvariant, it shoulde

clearthat asset value volatility, ( ) is also timenvariant It thusseems unlikely thahe

simple diffusion specification in (3) with tirilevariant volatility is a realistic process for

Further, (unconditional) assAdonvenehtwaytos are known t
address these deficiencies is to specify a tiragying wlatility processMoreover,itis well

known thatrescaling unconditional assetreturns by an appropriate measure of asset

variability will substantially reduce, if not el ir
(2013), p286, for anillustrattn of S&P00 logreturns rescaled by an unconditional volatility
and an apprreodprvioadtaet i“Irietayl”i measur e) .

Nagel and Purnanandam (2016) discuss in more detail the importance of allowing for a
time-varying volatility process and how low vol afilitates adversely reduce the probability
of defaultin the Merton model (see in particular pages-18)24

To be able to capture volatility statésr changes involatilityh equity returns andthen
map them to asset volatility, Nagel and Purnananda@i@ use a dear(backwardyolling
window of data to compute (timearying) volatility (see page 2IThe Merton model
neverthelessrequires forwardooking volatility over the horizon of the maturity of the asset
of interest.This forwardlooking voldility is commonly replaced by a backwdabking
measureby practitionersthatis, either a lyearrolling window as iNagel and
Purnanandam (20169r a 3year rolling windovwbased on weekly equity return data

We construct 3yearforwardrolling window estimates of the volatility of equity. Our
motivation for doing this is to be as consistent with the definition of volatility in the Merton
model as possible. Thatis, we define equity volatjlityo be used in (9) to back otit and
» as theunconditional volatility computed from equity returns over the nexgdar horizon,
thatis, over the next 252 days. We roll forward through the sample to get daily estimates.
Note thatthese 1year forward rolling window estimates are numerically ideritioahe 1-
year backward rolling window estimates, the approach usédkigel and Purnanandam
(2016) The only difference are the recorded time stamps. Our preference for usirygarl
forwardrolling window is driven by the fact that we have the benefihindsight and know
exactly how equity prices, and hence equity volatilities, have evolved over the year ahead
froma given pointin time, thatis, over the maturity horizon considered in the PD
calculations. Evidently, this is not feasible when wantongpnstruct real time PD estimates.

84 Note here that the objective of Nagel and Purnanandam (2016) is not to model asset volatility, but to introduce a new double
contingent claimbased default model that takes into account the fact that bank risk dynamics arénean in the sense that the upside
is cappedHowever, what is clear from the discussion on pagesl @6 Nagel and Purnanandam (2016), and also from the default
probahility plot comparison on page 24 (Figure 8 in their pagsrhat the Merton model consistently underestimates default
probabilities in low volatility states, while it performs reasonably (sometimes overstating PDs) in states of high .volatility
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However, since our objective is to implement a scenario based analysis, where we compute
PD estimates based on various historical asset value volatilities and different capital levels,
our approach eliminates an additial layer of uncertainty with regards to one of the key

input parameters inthe model. In the analysis that follows, we use the percentiles of the
estimated historical asset value volatilitigsin a scenario based analysis of the effect of
different capital levels on the probability of a banking crisis in Sweden.

PD estimates of individual banks

To compute the PDs, we initially need to extract the unobserved compodeatsd, from
the B3/ option pricing relations in (94s discussed above, we use (daitygarforward
rolling window estimates of the volatility of equity () in (9) All remaining accounting data
i.e., thenumber of outstandinghares on issuendtotal liabilities(debt) are at quarterly
frequenciesWe create daily accounting data from the quarterly series and fill missing entries
with the mostrecent known values from the quarterly seridsusif debt information (total
liahilities) is available for the March quar (31.03)we fill all following daily date entries with
the same value until the June quarter figures are available from 30.06 onvizangs! PD
calculations, we use a maturity horizonasfeyear.
Chars1to 3below show daily time series plotseduity prices for théour largest
Swedistbanks (Nordea, SEB, SHB and Swedbtglether with estimates of (annuskd)1-
year forwardequity volatility ( ), and the corresponding-fear forwardasset value volatility
(» )computed from theMerton modelrelations in (9), allexpressed in percent and plotted
over the entire available data range for the respective series of inteFasfirst two charts
illustrate the familiar relationship between equity pricasd equity volatilityVolatility is
gererallylow when equity prices are rising, and tends to rise when equity prices drop (the
leverage effect)Moreover, equity volatility is timearyingand tends tacluster. Asset value
volatility (, ), shown irthe last chartis also stronglyime-varyingandclusters Note from
chart 2 that the highest value efjuity volatility (, ) of around 120 per centfor SEB occurs at
the end of 1992. However, this highest levekqtiity volatilityis not captured in our sample
of assetvalue volatility,( ), due to the lack of accounting data (debt data startin March 1997
for SEB) needed to back qut fromtherelationsin (9). We think that this is important to
highlight here and should be keptin mind when considering what equity vol atility
magnitudes seem plausible from a historical perspective, which are then used as aninputin
the ddformula forthe construction of the scenario based PDs. Thatis, the maximum value of
the observed historical-year forward equity volatility is 20 percentage ptsihigher than
the maximum in our sample for which debt data are available, i.e., from 1998 onwards.
The directimpact of changes,in on the probability of defaultin the Merton model is
most clearly seen from the distance to defauld relation in(7), wherg, notonly enters in
the denominator, which amplifies or dampens the magnituddafbout also inthe
numerator, which shifts the location of the mean (thew, “Yterm).



62 STAFF MEMO

Chart 1.Equity price, the four major Swedish banks
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Chart 2 Equity volatility, the four major Swedish banks
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Chart 3.Asset wolatility, the four major Swedish banks
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In the analysis that follows,econsidela total offived i f f er ent “pl ausi

assetvalue volatility thathave historically been observed when we construct PDs for the
four banks and later on for the entire Swedish banking systehese are based dhe 50",
75%, 90N, 98hand 99 percentilesof,, . Two other inputs needdfor the Merton modet

based PD calculations to be implemengat the drift term of assetvalue () andl T— .

We use the crossectional mean of the time series average of the book vafuetarn on
assets ROAto proxy the growth rate of assets. This value is around 0.62 per centin the
samplethatis available to us. Overall, avith the exception of the 2008009 period ROA
seems to be a fairly stable process, ranging between 0.Da8ykr cent(in annualsed
terms)8>We set the drift term at 0.62 per cent for all four banks and all five scenarios.
The final inputin the Merton model formula is thel — term, thatis, (log) assets over

debt. Since we are interested the effed of differentlevels ofcapital (Equity/Assete)n the
probability of a banking crisis in Swedere rewrite thefollowingrelationsas

01 i Q8dQ®OE0N 6 QO W

bi i QOOQHO0N 6 QO

0fi 1 Q®ii | Q®ii § Qo

00w )
p 511 QU QI O QQ

o)
O‘

850ne aproach taken by practitioners is to use equity return data to compute a (log) return on equity from historical data, and then
“del everages” that return to obtain a mea's.WsingthohisorRaD® equiy a t
returns, the cross sectional mean of the time series averages is about 12 per cent (per annum) in our data. Averagadevesatjee
and across the banks is about 23. This implies a deleverage return on equity of about 0.52 per centsehiefvisat lower than our
considered value of 0.62 per cent. In Riksbank (2011), the growth rate of assets was set to 0.75 per cent for all bankas tvaged

on along history of US bank data. Our value of 0.62% is thus approximately in the mididieointo valuesAlternatively, the drift

term’ could be estimated using an iterative procedwieere one first fixes the volatility at some initial value, then solves fér

with the second equation in (9), compute log asset value returns, andupdate the and, estimates by their (unconditional)
sample mean and standard deviation of the return sequefibe. new estimate of is then plugged in the second equation in (9),
solved forV,* , and, is recomputed This processontinues until convergence.
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andreplacé T— with 1 Jp 0 QU0 Qi ii@idrelation in(7)Theeffective

computation of the PDs based on different capital requirements is then based on the
following modified distance to defauld @) formula:
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(11)

We estimate the model for capital levéls leverage ratiogjanging from 2 to 20 pezent of
total assetsln the tables and discussion that follow below, we refer to the total equity to
total assets ratioas the leverage ratio, or simply, as leverage.

An importantquestion isvhat levelof equity to total assetso consider as critical or a
default point (see alsothe introduction or main document for additional discusaiga)
examingwo cases. If the value of assets falls below the face value of debt, the firmis
insolvent. This correspondsan equity level of 0 parent and is the first case we consider.
Pastexperience, however, suggests that banks canrun into serious difficulties also before
equity is depleted. Setting the critical level at higher levels than @@etresults in higér PD
estimates. One relevantlevel to consider is when the bank is violating existing capital
regulations and risks either losing its liceror entering resolution. Current regulation focuses
on riskweighted ratios. In terms of equity to total assets let the level of 1.5 parent
representthis threshold, as an approximation. This is the second case that we consider.

Estimating the probability of a banking crisis

We use the model described above to generate (physical or historical) PD estimates for the
individual banks. Taking these individual estimates as a starting point, wittire question
of the probability of a banking crisis in Swedienorder to map tle PDs of the individual
banks to the probability of a banking crisis effect, a PD for the banking systemve need
to specify more clearly what a banking crisisonsidered to be

We define a banking crisis as the occurrence of one (or more) débthrdarge Swedish
banks defaulting. The same assumptizas made in Riksbar{R011). Given the high degree
of concentration andinterconnectedness inthe Swedish banking systefimauhis
assumptionto be reasonable. In addition, we take into accthanhistorically observed
positiveandtmer aryi ng correl ations between the banks’' eql

Given these assumptions, the probability of a banking crisis can then be obtained as 1

minus the probability of all banketdefaulting.LetQ ‘Qdenote the (modified) distance to
defaultfor bank, with the probability of default for banjinthe Merton model given by
B QQorp K& 'QQ .The probability of a bank notdefaultingisthus B Q%

P p B B QXY . To compute the joint pbability of all banks not defaulting,

we need to compute the joint cdfor independent events, this joint cdf is the product of the
marginal (individual) cdfs, so that the probability of allbanks notdefaultihgisg Q Q.

The probability of ateast one bank defaulting thus follows as the complement:

p B B QO. (12)
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For dependent default events, we compute the joint cdf from the individual marginal
cdfs, a correlation matri® and aggregate these using a Copula (linking) fundton.
consistency with the Merton model, we use a Gaussian Copula and estimate-adigieg
correlation matrix of equity returns using the DCC GARCH model of Engle [@8Hi)x
pairwise correlations that are estimated from the model are shown in tregtthbelow.We
compute the crosssectional averagef the sixpairwise correlatiosand superimpose a plot
of this average in black in tlenartbelow.

Chart4shows thatall correlation pairs are always strictly posjtével that the
correlations vary over a fairly narrow range betwee@nd 0.8 forthe largestpart of the
sampleGiven the rather narrow variation in the correlations (correlations are defined over
the -1 to 1 interval), we follow the approach used foetdrift term and use a single
correlatonmatrixRwhi ch corresponds to the “average” correl:
considered scenarios. This correlation matrix is set to the one that corresponds to the time
series mean of the cross sectional averageelations

Chart 4 Paimwise correlations between the four major Swedish banks
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Giventhe correlationmatricdlBa nd t he i ndi vi dual banks
B 'Q'Q, we compute the joint probabhility of not defaulting as
6B QO QO i3 QO QQRY ,whered Ois the Gaussian Copula functidine
probability of a banking crisis is again computed as the complement pvent
6B QO QO QO QQRY .Tables1and2belowshowthese probabilities
computed for corréated asset returnfor thetwo examined threshold levetsf equity less
than zerqgand equity less than 1 fzer centof total assets, respectively.

probabili
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Table 1. Equity less than zero, correlated assets

Per cent
Leverage ggth g5t 9qh 75 50
ratio Percentile | Percentile | Percentile | Percentile | Percentile

2 41.95 33.24 25.61 13.12 4.06
3 29.97 19.99 12.66 3.79 0.40
4 19.97 10.66 5.25 0.79 0.02
5 12.38 5.02 1.82 0.12 0.00
6 7.13 2.09 0.53 0.01 0.00
7 3.80 0.75 0.12 0.00 0.00
8 1.87 0.24 0.02 0.00 0.00
9 0.85 0.06 0.00 0.00 0.00
10 0.35 0.02 0.00 0.00 0.00

Table 2 Equityless than 1 per centof total assets, correlated assets

Per cent

Leverage ggth 95t gqth 75t 50t
ratio Percentile | Percentile | Percentile | Percentile | Percentile

2 61.39 57.51 53.66 45.61 35.54
3 48.40 41.02 34.16 21.55 9.89
4 35.76 26.17 18.41 7.34 1.40
5 24.68 14.83 8.34 1.80 0.10
6 15.87 7.43 3.16 0.33 0.00
7 9.49 3.28 1.00 0.04 0.00
8 5.26 1.27 0.26 0.00 0.00
9 2.70 0.43 0.05 0.00 0.00
10 1.27 0.12 0.01 0.00 0.00

Wealsoconsider the scenario where bank defaults are independent of one another
(“uncorrel ated assets”) as an alternative,
the marginal cdfs of the individual banks, with a banking crisis again defined12) before.
However, b conserve space, we do notreportthese estimates here, but rather point out that
the PDs with independent defaultisehigherthanthose based ororrelatedones.

Intuitively, this is best understood in the conteftan examplevith two events Aand
B). From fundamental probability theory we know that the union of evekendB, thatis A,
and/or Boccur, is defined as:

where t

06° 6 00 06 06 6
06 06 006068
(13)
When eventA andBare independentP(A| B) =P(A), so that the probability of the union
becomes:
066 06 06 00606
06 06 p 06 h

(14)
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whil e for the case when t hdispredetadesiithar e per fectl y
certainty oncdBhasoccurred0 ! 8 p hweobtain0 ' 0" 0" hsothatthe
relation in (13) becomes:

C
o
O
Ca Ca
o
C
o
C
o

(15)

Thus,unles8 6 p 0 6 m(wheneithet) 6 1or0d 6  p)the probability of
the union of the events is always going to be larger under the independent scenariothan
under the peréctly correlated one.

Note here also thatilthough we have used the Copula linking functionto compute the
joint cdf of no bank defaulting, one can always build up the joint cdf from the product of the
conditionalgand an initial marginads:

06, 6, 6, 0 006H, 6 006H, 00 650008
(16)

To dothis, all thatis needed from the Merton model is one (marginal) cdf of not defaulting
(available from the individual bank PDs), and some statements about the conditional
probabilities, ie.,0 69, 6, 0,0 69, O ,andd 6SO abovein (16)Banking
supervisors and/or specialists may have a fairly strong view on what these conditional
probabilities should look like, based on, for instance, their institutional knowletkyan
example of how this can bede, if one knows that bariRdid not default, then one might
be confidentto say that banRwill default only with a low probability of Ber cent Similarly,
if both CandDdid not default, then the probability ddefaulting (giverCandDdid not
default) is even smaller at Oger centetc.The joint cdfin (15) can then be built up
iterativelyas the producby starting from the marginal cdf taken from the Merton model
PDs, and (subjective) assumptions on the conditional cdfs.

Conclusio

We use a standard Merton model to estimate the probability of default for the four large
Swedi sh banks. Based on these PDs and the historic
returns, we estimate the probability of a banking crisis at differentlkegécapital to total
assets, where a banking crisis is defined as the probability of atleast one of the four major
banks failingOurmodel estimates show that additional equity reduces the probability of a
banking crisidHowever, the reduction in th@robability of a crisithat follows from an
increase inequitgeclines quite rapidlgt higher capital levels. The reason for this is that
amount of tail risk is modest as a result of both the assumptions of the model and the
scenario based analysisat we implement

While our results serve as a benchmark, we wish to emphdsat this approach has
several drawbacks. In particular, the estimated PDs are sensitive to the estimate of the
vol atility of the banks > argngmsatureacfvolattbyusimugh we pr oxy
a l-yearforwardrolling window to capture the actual volatility realized over the default
horizon of one year that we consider, performing a scenarios based analysis for different
levels of capital to total assets and thistorically observed asset value volatilities does not
capture the factthat bank losses are generally fat tailed distributed and that they cluster.
Another drawback is that we cannot capture the high level of equity volatility experienced
during the 199s housing crisis due to the lack of accounting and equity price data going back
that far which are needed to back out asset value volatiliesh of these limitations are
likelyto lead us to underestimate the probabilityaobanking crisim the Swelish banking
system.
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Appendix E A reduced form model for assessing
the probability of a banking crisis

Paolo Giordani

Introduction

In order to evaluate theffectsof higher capital requirements, we need to estimate their
impact on the probability of default of Swedish banks. The most common approachisto use
some version of the Merton model, which does not require knowledge of the value of assets,
as in AppendixD.

Here, we complement Appendix D by opting for a differentapproach. We use a long
time series for creditlosses inthe Swedish banking system and model such losses directly
rather than inferring them via stock market prices, as in the Merton model.

We base our analysis on a historical dataset (Hortlund, 2005; 2008) covering the period
1870-2008 for a yearly aggregate of Swedish banks, reporting: a) credit losses, b) total assets,
and c)capital Since the historical dataset only gives aggregate data oalysis will make
statements about the aggregate of all Swedish banks, in effect treating the entire system as
one large bank. As a result, the default probabilities will be lower than if we had data on
individual banks and defined a default evémt onemajor bank irdefault.

The datasetincludes creditlosses but not profits or overall return on equity. To
calculate profits after credit lossese assume that performing loans earna net margin of
0.75 per cent. In the historical dataset this would cepend to an average return on assets,
after creditlosses, of 0.4 per cent, which, at current leverage ratios (capital to assefs of 4
per cent) translates into a return on equity ofB8) per centon average (including periods of
high losses). Outside tlleree crisis periods (see Chart 1), credit losses enaller andhe
corresponding returnon equity at currentleverage ratios isliZper cent Returns on assets
in any given year are thus computed as

YQO oéi &di | Qi Mrmyxm O

601 Q@Ad'0d i Qi
ofi i Qoi

To compute a probability of default as a function of the capital r&wu(ty over assets), we
then require a definition of what constitutes default, and a statistical model for creditlosses.
Equity here isaimed to becapital to total(i.e. nonriskweighted) assets, so no model of
risk weightsis needed.

Default is defined as capital over assets falling behind a given threshold. For example, if
the threshold is O (so that default requires the entire capidie wiped out), default requires

0 W1 "QOGONDEQO oiedi | Qari

We consider three critical levels: 0, 1.5, and 3 per cent, as discusded imaiin body of this
staff mema

A statistical model for credit losses

Yearly da& on credit losses are shown@hartl below. Losses are very small in most years,
and very large in three historical episodes. After 1950, losses in most years are extremely smalll,
whereas during the crisis of the early 1990s they are comparable to $assthe 1920s.
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Chartl. Historical losses/assets, 1 year
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Source: Hortlund (2005; 2008)

The empirical distribution is challenging to fit for standard statistical distributions. We
therefore make a nosstandard choice and fit a halfdistribution. This is simply a student
distribution with zero density for positive values. The probability density function is

0w ¢gtoamhi W Q¢d mAT Ao mwQid mh

where 0 il f is a student distribution with mean zero, deges of freedomd and
dispersioni . The densitysmultiplied by two so thatitintegrates to one. The haldfrmal and
half-t distribution is sometimes used as a priorin Bayesian analysis. We are not aware of any
application of a half to model an atual time series, but for the series of losses show@hart
1 itmay be hard to improve on it (s&hart2). A more commonly employed alternative may
have been a Generalized Pareto distribution, or a Generalized Hyperbolic distribution (see
McNeil etal 2015), which are strictly nenegative and also have seffat tails. In our particular
dataset, visuatied inChartl, these distributions do not performearlyas well as a hatf(in
log-ikelihood), perhaps dué difficulty in capturing the many obseations at neaizero
values.

The model is estimated with Bayesian methods using fairly disperse prior$ ¢ and
1 1, which imply a lower bound of 1 for. Maximumlikelihood estimates give very similar
results, except for extremely low probability events (losses muchlarger than those observed in
sample), where even small changes in the prior affect the results and the averaging over draws
of1 T (Chas gposed to conditioning on one value as in maximum likelihood, riegirt fatier
tails.

Results for a ongear horizon

Chart2 shows a histogram of losses (the same data that are shown as a time s &festi)

in the first panel, an€hart3 shows tke corresponding histogram (using the same intervals for
the bins as irChart2) produced by the estimated model. The posterior distribution of the
degrees of freedom has a mean of 2, and almogtdiCcentof the draws are between 1 and
1.5. This generatean extremely fat left tail, and yet the model if anything falls short of
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matching the largestlosses inthe data. A Gaussian distribution or even a symmetric-$tudent
would be inadequate in our case. While the variance of a stutldrgtribution is nodefined
unlessy is larger than 2, the mean absolute error is definedifdarger than 1. Ab  pthe
studentt distribution is equivalent to the Cauchy distribution.

Chart2. Empirical histogram of losses over assets (horizon 1 ykagses are ingp cent.
Per cent (frequency)
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Chart3. Modelimplied histogram of losses over assets (horizon 1 ygaosses are in per cent.
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Chartd shows the entire distribution implied by the model in the first panel, @hdrt5 zooms

in on the tail. For very large losses, the density approaches zero very slowly, showing near
power-law behaviour as a consequence of very low degrees of freedoporiantly, this
implies that, unlike a Gaussian distribution, this model can generate losses substantially larger
than those observed in sample.



72 STAFF MEMO

Chart4. Density of the estimated halfdistribution (horizon 1 year)
Density, normalized to 1 at x=0
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Chart5. Density of the estimated haffdistribution (horizon 1 year),e
Density, normatied to 1 at x =2
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Charts6-8 plot default probabilities as a function of starting values of the capital/assets ratio,
for three definitions of defaulgorresponding to capital over assets below 0,debcentand
3 per centrespectively
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Chart6. Probabilities of default as a function of the capital ratio, default gbér cent
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Chart7. Probabilities of default as a functioof the capital ratio, default at 1.per cent
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Chart8. Probabilities of default as a function of the capital ratio, default gb&8r cent
Probability of default
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Referring toCharts6-8, the default probabilities implied by tHealf-t distribution decrease
smoothly, whereas those implied by the Gaussian (a symmetric andaiféa distribution),
decrease sharply. As a consequence, compared to a Gaussian, conclusions on default
probabilities are less sensitive to modest changethe estimated mean and variance.

Results for a thregear horizon

The model at a ongear horizon captures the extremely long tail in bank losses in any given
year, but a onegyear horizon is almost certainly too short considering that in the data large
losses cluster, so that a bad year tends to be followed by another bad year. Itis therefore

possible for a bank’s equity to be wiped out

in a single year. To work with a muitear horizon we require fuhter assumptions both in
defining defaults and for the statistical model.

To define defaults, we assume that banks cannot raise equity within eachyhaee
window, but must rely entirely on equity available at the beginning of the period and on
earningsWe also assume that the profit margin on performing loans is constant basis
points.During the crisis of the early 90s, Swedish banks were in fact able to substantally
increase their margins, particularly at the expense of householdsangbanieswith floating:
rate loans. Itis not obvious whether banks would be able to repeat this behaviour to the same
extent today (Sweden joined the European Union in 1995, after the crisis). Even if they were
able to boost margins, the negative macroeconomic asda implications may be sizable.

In terms of modelling, one option would be to build a dynamic model so that yearly losses
are notindependent. A main advantage of this approach is that we could define a defaultifan
established lower bound for capitaler assetis breachedt any pointduring the period (say
three years). An obvious disadvantage is the need to introduce further modelling assumptions
and parameters. We opt instead for a direct modelling approaciwhichcumulative losses
over equityare modelled directly at the horizon of interest. This requires less additional
assumptions, but it does have the drawback that we can only make statements concerning
outcomes at the end of the mulyear period. The probabilities of default produced tgjiract
modelling approach should therefore be interpreted as a lower bound, since they exclude the
possibility of banks being in default at some point during the time horizon of interest but not

gr advu
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at the end of it.Chart9 shows the cumulativéhree-year loses. The distribution is just as
asymmetric as atthe ongear horizon, if not more.

Chart9. Cumulative threeyear losses over equity
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Source: Hortlund (2008008

The degrees of freedom parameter is again around two (mean value), producing a thickand
gently sloping left tail similar to the one shownCGharts3—4.

Charts10-12 show the probability of default at the thrgeear horizon, whickhouldbe
interpreted asthe probabilityof banksnot havingsufficient capital at the end of the three
year periodChartsl 3-15 show the same data without a comparison with the Gaussian
distribution. The main feature of interest is that the default probabilities implied by a
Gaussian can be high atlow capital ratios (recallthatthe Gaussian is symmetric, centred at
the average loss), butdrop very sharply, whereas thetyadduces gently sloping default
probabilities, never particularly high in any given period, but newétethitting zero either,
so that higher capital ratios continually reduce the probability of default.
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Chart10. Probabilities of default as a function of the capital ratio, default gbér cent(3-year horizon)
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Chart11. Probabilities of default as a function of the capital ratio, default at pé& cent(3-yearhorizon)
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Chart12. Probabilities of default as a function of the capital ratio, default & cent(3-year horizon)
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Chart13. Probabilities of default as a function of the capital ratio, default gbér cent(3-year horizon)
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Chart14. Probabilities of default as a function of the capital ratio, default at pé cent(3-yearhorizon)
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Chart15. Probabilities of default as a function of the capital ratio, default gb& cent(3-year horizon)
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An advantage of replacing a Gaussian or a similarlyt#iled symmetric distribution with a

less unrealistic alternative is that results are more robust to variations in assumptions and
sample.Charts5—7 andCharts10-12 show how the default probabikts implied by the
Gaussian are much more sensitive to the threshold used to define default. From the same
Chars we can safely imply that the hatliill also be less sensitive to the precise definition of
the capital ratio (for example to different riskenghts).
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Conclusion

We have presented a simple modelwhichlosses for the Swedish banking system are
modelled directly rather than being inferred from stock prices. The most salient feature of the
historical data, which cover the period from 1870 to 30 thatlong periods of small losses
areinterrupted by shorter periods of very large losses. Atdilftribution with very low

degrees of freedom does a much better job than a Gaussian at reproducing these features of
the data, and yet even this motstruggles to match the largestlosses in the data.

Ininterpreting the results itis also useful to keep in mind that computations of low
probability events necessarily rely on assumptions more heavily than computations of higher
probability events, antherefore that the further outin the tail (i.e. the smaller the
probability), the more results are driven by assumptions (in our case, by the choice ota half
distribution) and by sampling error.

The main conclusion of our exercise is that, compared®aussian distribution, a more
accurate statistical model of bank losses lead to substantially different conclusions regarding
the effects of different capital ratios. Using a hidfistribution typically (though not always)
results insmallerprobabilities of hitting a critical value when banks are very highly levered.
Technically, this reflects the properties of highly asymmetric andiidetd distributions (of
which the halftis an example), in which small deviations from the mode are more frequent
than in the Gaussian. Intuitively, this means that even a dangerously levered bank may
survive without a critical event for decades. On the other hand, the probabilities of critical
events fall off much more gently (as the capital ratio is increased) asiadft distribution,
reflecting a larger probability of big losses compared to the Gaussian. Hence increasing equity
continues to meaningfully reduce the probability of default at capital ratios for which a
Gaussian implies (incorrectly) a neaaro defailt probability. Because probabilities of critical
events obtained under a Gaussian assumption fall so rapidly with the capital ratio, they are
also more sensitive to assumptions about the appropriate threshold for a critical eventand to
parameter estimags, implying that conclusions draws from Gaussian assumptions in actual
applications are likely to prove very fragile to differences betweesample and oubf-
sample data.
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